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Abstract The neo-Gricean approach to exhaustivity is based on the idea
that exhaustivity arises when relevant propositions are not asserted. This
paper presents a new pragmatic approach based on the idea that exhaustiv-
ity arises when relevant propositions are not mentioned, or more precisely,
when the speaker did not intend to draw attention to them. This seemingly
subtle shift from information to attention results in different predictions
on a range of challenges for the neo-Gricean approach, some of which have
been brought up in support of the grammatical approach to exhaustivity.
This paper discusses three such challenges: exhaustivity on the hints of a
quizmaster, exhaustivity on questions, and exhaustivity without an opinion-
atedness assumption. The two pragmatic approaches are compared on these
puzzles along with the grammatical approach.
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1 Introduction

Exhaustivity is a widespread phenomenon whereby, roughly, hearing one
thing can lead one to infer the negation of something stronger, for instance
from a disjunction (with focus on the disjuncts and a final falling intonation)
the negation of a conjunction:

(1) Alf or Beth was at the protest. (Implied: not both)

This utterance implies that Alf and Beth were not both there, even though
under a classical, logical treatment of or and and this does not follow. In-
deed, in natural language too it is possible to add …and maybe both without
contradiction. This phenomenon is variably known as exhaustivity, scalar or
quantity implicature/inference/implication.

For many years the only approach to exhaustivity implicature was the
neo-Gricean one, which formalizes the following intuitive explanation: if the
speaker had believed the stronger information that both Alf and Beth at-
tended, then they would have asserted that—since the speaker didn’t, they
must believe the stronger information is false. The last two decades have
seen the rise of an alternative, grammatical approach to exhaustivity which,
motivated by certain challenges for the neo-Gricean approach, has sought to
mostly bypass pragmatics and treat exhaustivity, instead, as the result of a
grammatical operation. The present paper takes a different route by devel-
oping Attentional Pragmatics, a pragmatic theory that offers new solutions
to some of the challenges for the neo-Gricean approach.

The core idea is quite simple, and but aminor deviation from the intuition
underlying the neo-Gricean approach:

• Neo-Gricean approach: Exhaustivity arises when relevant proposi-
tions are not asserted.

• Attentional Pragmatics: Exhaustivity arises when relevant proposi-
tions are not mentioned.

The crucial difference is that one can mention an alternative without assert-
ing it. For instance, in uttering a disjunction one mentions the disjuncts with-
out asserting either one; and in asking a question one can mention various
propositions without asserting anything at all. Of course the relevant notion
of ‘mentioning’ will have to be more precisely characterized, which is done
in Attentional Pragmatics in terms of the notion of attention. The heart of At-
tentional Pragmatics is a set of maxims requiring, roughly, that a reasonable
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speaker should, in addition to trying to assert all (and only) relevant propo-
sitions they consider true as required by the Gricean maxims, also intend to
draw attention to all (and only) relevant propositions they consider possible.

The importance of attention in semantics/pragmatics is quite generally
acknowledged. For instance, the interpretation of pronouns is guided in part
by considering which individuals are attentionally salient, that is, which are
available discourse referents. And the common idea that expressions such
as disjunction introduce their disjuncts as alternatives (e.g., Alonso-Ovalle
2006, Ciardelli, Groenendijk & Roelofsen 2009) can also be given an atten-
tional understanding: they draw attention to their disjuncts. Central to the
current paper is the idea that attention drawing not merely happens and af-
fects interpretation (as is uncontroversial), but happens intentionally—that
is, drawing attention to things is a type of communicative intention in its
own right, just like sharing information.

The current paper presents and motivates Attentional Pragmatics, and
compares it to both the neo-Gricean approach and the grammatical approach
with regard to three empirical puzzles:

• Exhaustivity appears on the hints of a quizmaster, which Fox (2014)
argues are not subject to the maxim of Quantity on which the neo-
Gricean approach relies; I present a novel solution that, while devel-
oped with Attentional Pragmatics as a backdrop, also works for the
grammatical approach.

• Exhaustivity appears on questions (e.g., Geurts 2011, Biezma & Rawl-
ins 2012). Since questions do not serve to assert a piece of informa-
tion, they are not subject to the maxim of Quantity on which the neo-
Gricean approach relies, and also provide no direct way for grammat-
ical exhaustivity operators to affect inferences. Attentional Pragmat-
ics will offer a mostly uniform account of exhaustivity on questions
and assertions, while also explaining some differences (foremost that
exhaustivity in the case of questions is commonly considered a pre-
supposition).

• Exhaustivity occurs in contexts where the speaker is not assumed
to be opinionated (Westera 2014, Buccola & Haida 2019, Dieuleveut,
Chemla & Spector 2019), which is a problem for the neo-Gricean ap-
proach’s reliance on an opinionatedness assumption to strengthen
inferences from the maxim of Quantity to obtain exhaustivity—and
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in fact some implementations of the grammatical approach rely on a
similar assumption. The theory proposed here does not.

Elsewhere (Westera 2017a, 2020a) I argue that the shift from the neo-Gricean
approach to Attentional Pragmatics also enables a better pragmatic treat-
ment of Hurford disjunctions, that is, disjunctions where one disjunct entails
the other, and there I offer a detailed comparison also between Attentional
Pragmatics and the grammatical approach in this regard. This huge and im-
portant topic had to be left out from the present paper for reasons of scope.

2 Background

2.1 Gricean pragmatics

2.1.1 Content and intent

The approach taken in this paper follows Grice (1975) in trying to derive in-
ferences about utterances by reasoning on the basis of the presumed ratio-
nality/cooperativity of the speaker. It is important in this approach to distin-
guish the sum of all information provided by an utterance from information
which the speaker intended to provide (i.e., part of what the speaker meant),
henceforth an informational intent, and that in turn from the information
which the utterance expressed by virtue of its semantics alone, henceforth in-
formational content.1 The intent/content terminology is adopted from Bach &
Harnish 1979, essentially a rewording of Grice’s (1989) “utterer’s meaning”/
“sentence meaning”. It has the advantage of generalizing easily to attention:
attentional intent (the set of things to which the speaker intended to draw
attention) and attentional content (the set of things to which attention was
drawn by virtue of the semantics alone). Consistently distinguishing the two
notions will help clarify what Attentional Pragmatics does and does not com-
mit us to.

Another distinction on which I will occasionally rely is that between pri-
mary and secondary intents, for instance, between the main assertion com-
municated by an utterance and more backgrounded intents such as conven-
tional and conversational implicatures. This distinction is orthogonal to the

1 The distinction between just any information provided and an informational intent is of-
ten overlooked in the literature on conversational implicature, where “implicature” is often
used interchangeably with “inference” and “implication” (as noted in Bach 2006b)—but an
utterance typically implies many things that are not part of what the speaker meant.
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informational/attentional distinction; for instance, just as there are primary
and secondary informational intents (e.g., the main assertion vs. an implica-
ture), there can be primary and secondary attentional intents (e.g., the main
things to which attention is drawn vs. things to which attention is drawn only
indirectly or by means of a subordinate clause).

The core of a standard Gricean pragmatic theory is a set of conversa-
tional maxims that govern which informational intents (whether primary or
secondary, direct or indirect) are rational/cooperative for a given utterance,
given the speaker’s beliefs about what is true and relevant. The Gricean
maxims require, in a nutshell, that informational intents be true (Quality),
relevant (Relation), sufficiently informative (Quantity) and clearly conveyed
(Manner), for instance by the use of an appropriate content (and thereby ut-
terance form) or via implicature. Following most of the literature, I will not
formalize the maxim of Manner, which is required primarily to constrain
the relation between primary intents and the semantic contents that can
serve to clearly convey them. Instead, I will adopt the common simplifica-
tion that semantics more or less delivers the primary intents directly, at least
on the informational side: the assumed primary informational intents for
the examples in this paper will essentially be as delivered by a bare-bones,
truth-conditional semantics.2 On the attentional side there will be more to
say, however; although the assumed attentional intents will be essentially
compatible with existing semantic proposition-set notions in the literature
(e.g., Alternative Semantics for disjunction, Alonso-Ovalle 2006), I will sug-
gest in Section 3.3 (summarizing the more detailed presentation in Westera
2017b), inspired by work on anaphora, that also a more minimal semantic
backbone can suffice, because pragmatics itself often sufficiently constrains
attentional intents for them to be reliably identified by an addressee.

The maxims other than Manner will play a more central role, and will be
precisely defined, broadly in line with the formal pragmatic literature. I will
henceforth refer to the Gricean maxims of Quality, Quantity and Relation
as the I(nformation)-maxims because they operate on informational intents,

2 The simplifying assumption that formal semantics would deliver the primary intents di-
rectly, without much of a role for Manner, is often left implicit, but it is apparent for instance
in the common practice of applying the maxims of Quality, Relation and Quantity directly
to the semantic content. But it is really the intent, that is, what is intended to be commu-
nicated, that ought to be true, relevant and sufficiently informative; semantic contents are
merely an instrument to communicate intents, and for this the contents themselves need
to be neither relevant nor true (sarcasm being an extreme example)—nor truth-conditional,
for that matter (Bach 2006a).
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anticipating the definition of a set of A(ttention)-maxims in Section 3 on at-
tentional intents which form the main novelty of Attentional Pragmatics. Al-
though the A-maxims will do most of the work in this paper—exhaustivity
will derive from the attentional maxim A-Quantity—making both sets of
maxims explicit will allow for a more precise comparison between the neo-
Gricean approach and Attentional Pragmatics. To clarify, the A-maxims are
not meant to replace the I-maxims; rather, a single utterance can (and, for
assertions, will) express both informational and attentional intents, where
each intent is subject to the relevant set of maxims.

2.1.2 Relevance and questions under discussion

Following Carlson 1983, Ginzburg 1996, Roberts 1996 (reprinted as Roberts
2012) among others, compliance with the maxims will be defined relative to a
question under discussion (QUD), which I will model as a set of propositions
(formally of type ⟨⟨𝑠, 𝑡⟩, 𝑡⟩, see below). This embodies the assumption that
the set of all pieces of information that are broadly speaking worth sharing in
a given discourse is subdivided into topically and strategically organized sub-
sets—typically paraphrasable as questions—where any given intent needs
to be relevant to only one such subset, that is, be an answer to one QUD.
Note that, since an utterance can have multiple intents (e.g., what is asserted
(direct intent) and conversationally implicated (indirect intent)), utterances
can also relate to multiple QUDs, which I will call primary QUD, secondary
QUD, etc., in line with the status of the intents that address them.

I adopt the common assumption that QUDs are, by default, closed under
intersection (e.g., Schulz & van Rooij 2006, Spector 2007)— if two proposi-
tions are in the QUD, then so is their intersection (conjunction)— though
only if there is no reason to believe that the person who introduced the QUD
already knew that the intersection was false (after all, one should not set
unachievable goals, e.g., Bratman 1987, Roberts 2012; this will matter in Sec-
tion 4.2). A possible motivation for this closure assumption is that, unless
there is some inhibitory relation between the two goals (e.g., that if p is made
common ground we would be no longer interested in q), making their inter-
section common ground will be a suitable goal in its own right. Moreover,
the intersection of two propositions will typically exhibit whichever features
p and q share by virtue of which they were grouped in the same QUD to
begin with (e.g., subject matter, relation to extra-linguistic goals). Another
possible motivation is that cooperative speakers may try to ensure that their
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addressee will be able to pick a unique, strongest proposition in the QUD as
their answer, and closure under intersection achieves exactly that.

Other than closure under intersection by default, I assume that the range
of possible QUDs is not very constrained a priori; which propositions are
worth sharing, and which of those a speaker can reasonably decide to group
together in a single QUD, is very contextual. For instance, I do not assume clo-
sure under union, because if two propositions are each useful information,
that doesn’t mean their (less informative) disjunction is, although depending
on the context it can be. Moreover, I do not assume that QUDs are necessar-
ily closed under negation: even if information about who was at the protest
and information about who was not at the protest both happen to be worth
making common ground (and this is sometimes assumed to be necessarily
the case, e.g., Chierchia, Fox & Spector 2012, based on Carnap 1950), there
may well be reasons for a speaker to separately address the positive and the
negative side (Westera 2017c), not least because negative and positive infor-
mation typically serve very different purposes (Leech 1983, Horn 1989). I will
briefly return to the issue of symmetry in Section 3.4.

There is, then, a distinction between relevance in a broad sense and
relevance as structured and subdivided by the QUD structure chosen by a
speaker, where compliance with the maxims is defined relative to latter, nar-
rower notion, in particular the specific QUD that the speaker chose to ad-
dress.3 The latter is also what is reflected by prosodic focus in the standard
way, where, roughly, the constituents that vary among the basic answers to
a QUD receive an accent (Roberts 2012, Beaver & Clark 2009, building on
Rooth 1992 and before; the current paper will add nothing new regarding
the relation between focus and QUDs). Although I will mostly set aside the
important general issue of why a speaker might choose the types of QUDs
assumed in this paper over other types of QUDs—analogous open ends exist
in most if not all pragmatic theories— I will show how, in the relevant cases,
we as addressees or linguists can figure out what the QUD must have been,
by paying attention to preceding interrogatives and focus. Note that Atten-
tional Pragmatics will help in this regard: the new, attentional maxims to be

3 By an utterance or intent “addressing” a QUD, I mean that it is specifically aimed, by the
speaker, at that QUD; its compliance with the maxims is to be assessed with respect to that
QUD, and meta-pragmatic markers such as prosodic focus (where available) likewise reflect
that specific QUD. A given intent may well be intuitively relevant to various QUDs simulta-
neously, but the QUD that is specifically “addressed” in this sense occupies a pragmatically
privileged position.
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introduced in Section 3 will effectively impose additional constraints on the
relation between an utterance and its QUD. I will return to this in Section 3.3.

2.1.3 The I(nformation)-maxims

Throughout this paper I will be using Montague’s (1973) Intensional Logic
as a convenient formalism, though with doxastic modality (i.e., speaker be-
lief) instead of the usual alethic modality (i.e., logical necessity). Intensional
Logic is essentially two-sorted type theory (with worlds and individuals as
basic types) with a number of convenient shorthands. Since the formulas
in this paper will be fairly simple (and always paraphrased by English), the
following quick summary should suffice. I will use bold lowercase (p, q) to
refer to a proposition, modeled as a set of worlds, that is, a function from
worlds to truth values, and bold uppercase (Q ) to refer to a QUD, modeled
as a set of propositions or, equivalently, a function from propositions (sets
of worlds) to truth values. The formula Q(p) can be read as ‘the proposition
p is contained in the QUD Q ’, ∨p as ‘proposition p is true’, ∧𝜑 as ‘the propo-
sition that 𝜑’, □𝜑 as ‘the speaker believes that 𝜑’ and ◇𝜑 as ‘the speaker
considers it possible that 𝜑’. Where this benefits readability I will also use
set-theoretical notation with the usual interpretation (these can be defined
within Intensional Logic as notational shorthands; Zimmermann 1989). For a
thorough introduction to Intensional Logic see Gamut 1991.

The I-maxims are defined as functions which take in an informational
intent p (proposition) and a QUD Q (set of propositions) and return a truth
value representing whether the maxim is complied with or not:

Definition 1. The I-maxims:

• I-Quality(p) = □∨p
‘Intend to share only propositions you take to be true.’

• I-Relation(p,Q) = Q(p)
‘Intend to share only propositions in the QUD.’

• I-Quantity(p,Q) = ∀q(( I-Quality(q) ∧
I-Relation(q,Q)) → (p ⊆ q))

‘Intend to share all propositions in the QUD you take to be true.’

The next subsection gives an illustration; here I will state just some gen-
eral results that we can derive from this definition, for instance that a speaker
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who knows what the QUD is will always know whether a given intent com-
plies with the I-maxims or not, and that if there exists a compliant intent
then it is the only one (for the given QUD). For proofs see the supplementary
material (sections B and C).4

The definition of the I-maxims follows Grice’s (1975) original, informal
proposal in general outline, and also borrows from subsequent implemen-
tations. In particular, the maxim of (I-)Quantity, which is the starting point
of the neo-Gricean approach to exhaustivity, is equivalent in the relevant de-
tails to the version in Harnish 1976. In general, the definition of the I-maxims
is not new in any respect that matters for the issues at hand; the A-maxims
in Section 3 will be more novel, and will be motivated in more detail. Never-
theless, some aspects of the current definition occasionally raise a question,
and I will discuss these in the remainder of this subsection.

One aspect is that I-Quantity (as in, e.g., Harnish 1976) is so demanding
that so-called mention-some contexts can be represented only by assuming a
restriction of the QUD, say, to those propositions that are the most relevant
for practical purposes, or to those propositions that come to the answerer’s
mind first. As an account of mention-some contexts this would be incom-
plete, of course, without an explanation of how an addressee may figure out
the intended restriction of the QUD. But as Schulz & van Rooij (2006) note
such an explanation is required regardless of how one seeks to represent
the mention-some/mention-all distinction, whether pragmatically or by as-
suming a semantic ambiguity, hence in the rest of this paper it can be set
aside.

Another aspect is that, since I-Relation does not explicitly make nega-
tions, disjunctions or intersections of answers to the QUD relevant, nor in-
direct, partial or merely probable answers, these would either have to be
assumed to be proper elements of the QUD itself, or be accounted for by
other means. For instance, one could try to explain why an indirect answer
can be an appropriate discourse move by assuming that although its primary
intent does not directly resolve the QUD and as such does not comply with
I-Relation, the utterance has a secondary intent—a conversational implica-
ture—that does. Alternatively one could invoke (independently motivated)
QUD shifts, for instance a shift from the question of what the world is like
to a question of what your epistemic state is like—the latter seems to be
needed to explain why I’m not sure is a felicitous response to basically any
question.

4 Supplementary materials can be found at https://osf.io/dj4qm.
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As for disjunctive answers, the strictness of I-Relation predicts that either
the disjunctionmust be considered worthmaking common ground in its own
right and as such be included in the QUD, or a disjunctive answer will not be
able to comply with the maxims relative to the QUD, thus requiring hedging
(All I know is that…) or prosodic marking (e.g., (fall-)rising intonation as a
cue of uncertain relevance, indicating ‘is this partial answer useful?’; Ward &
Hirschberg 1985). Regarding the latter, note that being rational/cooperative
does not entail full compliance with the maxims, but merely trying one’s best
to comply, and making sure (lest the addressee draw false inferences) that
deviations from full compliance are either contextually obvious or indicated
by the speaker by means of explicit hedges or prosodic cues (Grice’s (1975)
opting out).5 The possibility of opting out and hedges will occasionally resur-
face in this paper, but will not matter for the main contributions.

Lastly, a number of authors have proposed probabilistic extensions or
implementations of (more or less) Gricean pragmatics to do justice to, for
instance, uncertainty about the world, about the QUD or about the mean-
ings of words (Franke 2011, Russell 2012, Frank & Goodman 2012, Degen &
Tanenhaus 2015, Franke & Jäger 2016, Bergen, Levy & Goodman 2016). This
important strand of work is especially necessary for utterances that occur in
an underspecified context, without a clear-cut QUD and perhaps lacking the
kinds of intonational cues that in part reflect the structure of the QUD. In the
present paper such circumstances will be mostly avoided (e.g., by specifying
the prosody and by preceding the examples with an explicit question), and
no probabilistic approach will be needed here, although it will ultimately be
necessary for applying the theory to more naturalistic data. None of these
approaches change the outlook of the standard recipe with regard to the
main puzzles covered in the present paper.

5 This means that conversational implicatures, which rely for their communication on a pre-
sumption of compliance with the maxims, are effectively indicated by (the absence of) con-
ventional signals. Grice’s (1975) original definition of conversational implicature permits
this: although it states that such implicatures rely on a presumption of compliance with
the maxims (“or at least the cooperative principle”), it does not restrict the range of con-
textual and linguistic evidence that can in principle affect such a presumption, and indeed
Grice himself recognizes the possibility of both contextual and explicit cancellation. Note
that this does not nullify the distinction between conversational implicatures and conven-
tional implicatures, the main defining feature of which is, rather, that the former are indirect
intents (relying on the recognition of another speech act and assumptions about its com-
pliance with the maxims) while the latter are direct intents (i.e., communicated directly by
conventional means, not piggy-backing on another speech act).
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2.2 The neo-Gricean approach to exhaustivity

Exhaustivity has been modeled pragmatically in what has come to be known
as the neo-Gricean approach. To illustrate, consider again the example from
the introduction, now with an explicit question preceding it:

(2) Who (of Alf, Beth, Cee) was at the protest?
Alf or Beth was at the protest. (Implied: not both, not Cee)

The neo-Gricean approach is based on the following intuition: if the speaker
had believed the stronger information that both Alf and Beth attended, then
according to the maxim of I-Quantity they would have asserted that—since
the speaker did not, they must believe it is false (and similarly for combina-
tions with Cee).

To see how this works formally, we need to specify the primary informa-
tional intent p for (2), that is, what it asserts, and its QUD Q (where super-
script ∩,∪ on the QUD indicate closure under intersection and union):

p = ∧(𝑃𝑎∨ 𝑃𝑏) Q = {∧𝑃𝑎, ∧𝑃𝑏, ∧𝑃𝑐,…}∩,∪

Before proceeding, let us consider briefly how we as linguists, or as ad-
dressees, can figure out that this is the right QUD for the utterance (and also
how much we might still figure out without the preceding interrogative). In
the scope of this paper I often rely on an explicit interrogative and/or focus
intonation for determining the QUD, or at least for constraining it sufficiently
to enable the computation of clear, falsifiable predictions. With regard to ex-
ample (2), note that we can determine (already without the preceding inter-
rogative) that the QUD must contain the propositions denoted by the dis-
juncts and their intersection and union. The QUD must contain the disjunc-
tion as a whole, because otherwise its informational intent (i.e., ∧(𝑃𝑎 ∨ 𝑃𝑏))
could not comply with I-Relation. This disjunction could be included in the
QUD for its own sake, or as a partial answer composed of two more basic pro-
positions in the QUD, namely the two individual disjuncts. Prosody strongly
suggests the latter: the intended prosody for (2), with focus on the names,
conveys that propositions in the QUD vary in exactly those places, and a QUD
containing propositions of the form ‘X was at the protest’ is the minimal way
to achieve this.6 The intersection of these disjuncts is added in accordance

6 But not the only way: the prosody is also compatible with a disjunctive multi-wh QUD like
‘Who or who attended the protest?’. But although this type of QUD could perhaps occur in
the right sort of context (e.g., as an echo question in response to a disjunctive assertion in
which you misheard the two names), it is odd out of the blue, so here I will set it aside.
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with the default assumption of closure under intersection, and their union
is included because otherwise the intent p would not have complied with
I-Relation relative to the QUD.

These constraints on the QUD suffice of course for the theory to pre-
dict exhaustivity, for instance, that not both were at the protest, and that,
if someone else’s presence was relevant too, they must have been absent.
The explicit interrogative, in particular its explicit domain comprising of Alf,
Beth and Cee, suggests that the latter holds for Cee—even without making
any assumptions about the attentional intent or QUD of the interrogative.
In fact, we could have avoided the reliance on an interrogative entirely: we
can replace the interrogative by an explicit disjunction and observe the same
exhaustivity effects:

(3) Alf was at the protest, or Beth, or Cee, or some combination, is all I
know.
(Yes, in fact) Alf or Beth was at the protest.

For this reason I will not say much about the semantics or attentional in-
tents of wh-interrogatives in this paper; it is not needed for the theory to
make falsifiable predictions. (In fact, we could use the correspondence in ex-
haustivity effects between (2) and (3) to figure out what the attentional intent
of wh-interrogatives ought to be like.)

Anyway, with the assumed QUD and informational intent we can prove
that the following holds, in a certain relevant subclass of models (namely,
those models which validate the definitions of the maxims, along with a
number of principles such as the introspection axioms for belief and that
the speaker knows what the QUD is):

I-Quantity(p,Q) → ¬□𝑃𝑎𝑏

where 𝑃𝑎𝑏 abbreviates 𝑃𝑎 ∧ 𝑃𝑏. That is, if the utterance complies with I-
Quantity, the speaker must not have the belief that both Alf and Beth were
at the protest.

As is well known, this I-Quantity implication is almost exhaustivity, but
not quite: from the absence of a positive belief (¬□𝑃𝑎𝑏) one may not in gen-
eral conclude the presence of a negative belief (□¬𝑃𝑎𝑏)— the speaker could
simply be ignorant, after all. That the I-Quantity implication falls short of
exhaustivity was already pointed out by Soames (1982: p. 534), in a discus-
sion of Gazdar’s (1979) account. More recently, Sauerland (2004) called the
gap between I-Quantity and exhaustivity, that is, between not-believing and
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believing-that-not, the epistemic step. To explain how participants in a con-
versation take the epistemic step, Soames proposed that they normally as-
sume each other’s opinionatedness (Horn (2001) notes that this proposal can
be found already in Mill 1865). Indeed, if we assume for whatever reason
that the speaker in (2) takes herself to know whether or not both were at the
protest, the I-Quantity implication can be strengthened, yielding exhaustiv-
ity:

¬□𝑃𝑎𝑏 ∧

opinionatedness assumption

⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞(□𝑃𝑎𝑏∨□¬𝑃𝑎𝑏) → □¬𝑃𝑎𝑏

I-Quantity plus opinionatedness is the essence of the neo-Gricean approach
(e.g., Horn 1972, Gazdar 1979, Sauerland 2004, Schulz & van Rooij 2006, Spec-
tor 2007, Geurts 2011). As I mentioned, in Section 4 I will discuss three empir-
ical challenges for the neo-Gricean approach: its inability to predict exhaus-
tivity in two cases where the maxim of I-Quantity isn’t operative, namely
questions and a quizmaster’s hints, and contexts where the required opin-
ionatedness assumption cannot be granted.

To clarify, the neo-Gricean approach, or any of the approaches discussed
in this paper for that matter, applies not just to disjunctions but to any case
where the QUD contains a stronger proposition than what is mentioned in
the utterance, including so-called scalar cases, such as some implying ‘not
all’ and warm implying ‘not hot’. I focus on disjunction in this paper only for
the sake of exposition; disjunction makes it easier, for instance, to control
for the QUD in the relevant respects.

2.3 The grammatical approach to exhaustivity

The neo-Gricean approach has been and continues to be adopted by many,
but the last decade or two have witnessed the rise of a contender, the gram-
matical approach. The grammatical approach assumes covert operators in
the grammatical structure of a sentence that directly render their syntac-
tic argument exhaustive relative to some grammatically constrained set of
alternatives (e.g., Fox 2007, Chierchia, Fox & Spector 2009, 2012, Katzir &
Singh 2014, Mayr & Romoli 2016). For instance, for disjunctions such as (2)
the grammatical approach can assume an exhaustivity operator on each dis-
junct:

(4) EXH(Alf was at the protest) or EXH(Beth was at the protest).

10:13



Matthijs Westera

The result of interpreting this structure is roughly paraphrasable as Only Alf
was at the protest or only Beth, which indeed has the desired ‘not both’ im-
plication. Exhaustivity operators and grammatically constrained alternatives
have turned out to afford the grammatical approach the flexibility to take on
an impressive range of data.

It is important to acknowledge that the grammatical approach still re-
lies on pragmatics in various ways. For one, exhaustivity is still typically
assumed to involve the exclusion of relevant alternatives, relying on prag-
matics for a notion of relevance—even though a grammatical mechanism
can be assumed to further restrict or even modify the pragmatic alternatives
(e.g., Katzir 2007).

Second, although grammatical exhaustivity operators suffice to add ex-
haustivity to the main semantic content, this does not let us draw any in-
ferences unless this content is perceived to serve the communication of an
informational intent that complies with the maxim of I-Quality: only then
can we conclude that the speaker believes that the exhaustivity is true (and,
if we assume the speaker’s beliefs are accurate, that it is indeed true). I will
return to this facet in Section 4.2 when considering the puzzle of exhaustiv-
ity in questions, which lack an informational intent and are not subject to
I-Quality, after all.

Third, the grammatical approach relies on pragmatics for governing, at
least in part, the placement of exhaustivity operators. For the sake of con-
creteness, let me mention two such principles (not all implementations rely
on the same principles, or define them in the same way). One is the Strongest
Meaning Hypothesis (based on Dalrymple et al. 1998), that in the face of mul-
tiple possible readings (e.g., with and without an exhaustivity operator) we
should prefer the stronger one (Chierchia, Fox & Spector 2012). I will return
to the Strongest Meaning Hypothesis in Section 4.3, where I investigate its re-
lation to the opinionatedness assumption in the neo-Gricean approach. An-
other principle is Hurford’s Constraint (after Hurford 1974), that disjuncts
should not be informationally redundant. Hurford’s Constraint can force the
insertion of exhaustivity operators in a disjunction (Singh 2008, Chierchia,
Fox & Spector 2012, Katzir & Singh 2014, Fox & Spector 2018). For instance:

(5) Alf was there, or both Alf and Beth.

Here the second disjunct entails the first and hence does not contribute to
the overall informational content/intent (logically, 𝑝 ∨ (𝑝 ∧ 𝑞) ≡ 𝑝), unless
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we interpret the first disjunct exhaustively as meaning ‘only Alf’ by applying
an exhaustivity operator to it.

In Section 4, I will compare the neo-Gricean and grammatical approaches
to Attentional Pragmatics on the three empirical puzzles introduced above:
exhaustivity on the hints of a quizmaster, exhaustivity on questions, and ex-
haustivity without an opinionatedness assumption. Although this particular
selection of puzzles was made with a comparison between the two pragmatic
approaches as the main goal, actually the first and the third (in part) arose in
the literature on the grammatical approach, as arguments against the neo-
Gricean approach and thereby, lacking a pragmatic alternative, in support of
a grammatical approach. Hence, the current paper can be framed as agree-
ing with the grammatical approach that these puzzles falsify the neo-Gricean
approach, but, by presenting a pragmatic alternative that does handle them,
undermining their use as positive arguments for a grammatical approach.

This possible framing notwithstanding, the current paper will not address
the main argument that has been presented in favor of the grammatical ap-
proach, namely, its ability to account for cases where exhaustivity effects
seem to exist in a grammatically embedded position. For instance:

(6) Cee believes that Alf or Beth was at the protest.
(Implied: Cee believes that not both were there)

The utterance has a reading where the exhaustivity effect ‘not both’ is it-
self embedded under belief, that is, ‘Cee believes that not both were there’.
This would be problematic for the neo-Gricean approach, and arguably prag-
matic approaches more generally, since pragmatics operates on intents—
communicative intentions—and these are (by and large) carried by entire
utterances and not by their parts (but cf. Simons 2011). The reason why the
present paper will not deal with embedded exhaustivity is that Attentional
Pragmatics and the neo-Gricean approach, both being fundamentally prag-
matic approaches, offer essentially the same outlook in this regard. What-
ever I (or anyone) might have to say about Attentional Pragmatics in relation
to embedded exhaustivity will not depend on the particulars of Attentional
Pragmatics, hence it would be better left for a separate contribution on prag-
matics vs. grammar in general.7 Indeed, the particular selection of puzzles
in this paper was made with a comparison between the two pragmatic ap-

7 For the sake of concreteness: there are various possible pathways to embedded exhaus-
tivity, besides grammatical exhaustivity operators, whose potential has hardly been ex-
plored (Geurts 2011), e.g., different types of pragmatic implicature, pragmatic impliciture
(Bach 1994; also ‘explicature’, Recanati 2001), typicality inference (e.g., van Tiel 2014), meta-
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proaches as the main goal, although I will also consider how the grammatical
approach fares in each case.

3 Attentional Pragmatics

3.1 Definition of the A(ttention)-maxims

Parallelling the informational notions, let an attentional intent be a set of
things to which the speaker intended to draw attention (in the sense of a com-
municative intention), and let an attentional content be the set of things to
which an utterance draws attention by virtue of its semantics. In these terms,
that utterances have attentional contents is uncontroversial; it is the assump-
tion that utterances also have attentional intents that sets Attentional Prag-
matics apart from most work (an exception being Ciardelli, Groenendijk &
Roelofsen 2009). Attentional intents being communicative intentions, they
should be governed by a set of constraints in their own right, namely a set
of attentional maxims or A-maxims, defined below.

To clarify, the A-maxims are assumed to operate alongside the I-maxims,
not to replace them. As we will see in Section 4, the addition of the A-maxims
solves precisely the three puzzles this paper sets out to solve, in a way
that the I-maxims alone cannot: they predict exhaustivity on the hints of
a quizmaster (exempt from I-Quantity but, as I will argue, not A-Quantity),
on questions (which, I propose, lack an informational intent but do have an
attentional intent), and without relying on a contextual opinionatedness as-
sumption (because the maxim of A-Quantity will be more demanding than
I-Quantity, it will license sufficiently strong inferences as it is).

Attentional Pragmatics will be concerned only with attention drawn to
propositions, which are the kinds of things that can be relevant, true, possible,
etc. Formally, let an attentional intent be a set of propositions, the same type
of object as a QUD (⟨⟨𝑠, 𝑡⟩, 𝑡⟩). A minimal assumption about an attentional

linguisticness, lexical semantics, and interactions of these mechanisms. For instance, differ-
ent embedding verbs give rise to different kinds of exhaustivity effects, suggesting that the
lexical semantics of these predicates has at least some role to play (e.g., Uegaki 2015), either
instead of or in interplay with grammar and/or pragmatics. It is an open and in part em-
pirical issue whether the various embedded and unembedded exhaustivity effects can and
should be treated as a unified phenomenon at all (e.g., Russell 2006, Geurts 2011, Simons
2011). The grammatical approach suggests that they (by and large) should be, while a prag-
matic approach to unembedded exhaustivity will likely require a more pluriform treatment
of embedded cases.
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intent would be to assume that it must be some subset of all propositions to
which the utterance draws attention. Which subset this is could be fixed by
an appropriate semantics (cf. the discussion in Section 2.1), but in the next
subsection I argue why this may not be necessary. There I will also motivate
the particular attentional intents assumed for the examples in this paper.

The A-maxims follow a similar recipe as the I-maxims introduced above,
relative to a QUD Q , this time for an attentional intent A:

Definition 2. The A-maxims:

• A-Quality(A) = ∀a(A(a) → ◇(∨a∧∀b((b ⊂ a∧A(b)) → ¬∨b)))
‘Intend to draw attention only to propositions that you consider possi-
ble, in particular, possible independently of anything stronger to which
you intend to draw attention.’

• A-Relation(A,Q) = ∀a(A(a) → Q(a))
‘Intend to draw attention only to relevant propositions.’

• A-Quantity(A,Q) = ∀a(( A-Quality({a}) ∧
A-Relation({a},Q))→ A(a))

‘Intend to draw attention to all relevant propositions you consider in-
dependently possible.’

As on the informational side, some general results can be proven, for in-
stance that a speaker who knows what the QUD is will always know whether
their attentional intent complies with the A-maxims, and that if there is a
compliant attentional intent for a given speaker, then it is the only one (for
the given QUD, and given that speaker’s beliefs). For proofs see the sup-
plementary material (sections B and C). Note that, if all elements of the at-
tentional intent are logically independent (no entailment relation), then A-
Quality can be simplified to just the part before the conjunction: ∀a(A(a) →
◇∨a).

As conversational maxims, the A-maxims should be understandable as
aspects of general rationality. To see that this is so, let us conceive of the
relevant propositions (i.e., those in Q ) as pertinent goals to pursue, namely,
pieces of information to be made common ground in the current stretch of
discourse. It will generally be beneficial for a rational agent to keep track of
all and only pertinent goals that are potentially achievable and that might
need to be independently pursued (i.e., that will not come for free by pur-
suing some other goal). This is, in essence, what A-Quality, A-Relation and
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A-Quantity jointly require, and it clearly applies not just to discourse goals
but also to, say, the goals involved in cooking a meal or building a house.

Moreover, similar constraints have been formulated in the prior litera-
ture. The first part of A-Quality (up to the ∧, i.e., that propositions in the
attentional intent be considered possible) is assumed by Roelofsen (2013),
building on Ciardelli, Groenendijk & Roelofsen 2009, who calls it “Attentive
Sincerity” (also “Interactive Sincerity” in Coppock & Brochhagen 2013); it cor-
responds also to “Genuineness” in Zimmermann 2000: p. 270, and to the
“Viability” constraint in Biezma & Rawlins 2012 p. 46; a similar intuition un-
derlies Gazdar’s (1979) “clausal implicatures”. Biezma & Rawlins moreover
assume a constraint like A-Relation, though incorporated as a presupposition
in their question semantics; Simons (2001) assumes a comparable “related-
ness condition” on disjunctions, and in fact the same idea is found already in
Grice 1989, who states that disjunction serves to specify possibilities “that
relate in the same way to a given topic”. Given A-Quality and A-Relation,
A-Quantity is simply necessary to complete the definition: while A-Quality
and A-Relation state only what not to draw attention to, and as such can
be vacuously complied with by an empty attentional intent, A-Quantity sets
a lower bound. Lastly, there is a partial correspondence between A-Quantity
and Dayal’s (1996) influential “strongest true answer” principle for questions,
according to which the proposition set denoted by a question should always
contain a proposition that is true and entails all the other true propositions
in the set.8

The second part of A-Quality can be considered a weaker version of the
descriptive generalization about disjunctions known as Hurford’s Constraint
(Hurford 1974), according to which disjuncts must not entail each other (cf.
“independence” in Zimmermann 2000, p. 720). A-Quality is weaker in per-
mitting one disjunct to entail the other, provided the weaker disjunct is at
least considered possible independently of the stronger one. Note that un-
like A-Quality, Hurford’s Constraint is (at first sight) falsified by felicitous
disjunctions such as Alf, Beth, or both, among many other examples (see
Potts 2013: p. 24).9 This independence requirement of A-Quality can be mo-
tivated in terms of attentional economy: conceiving of the relevant proposi-

8 More precisely, Dayal’s principle follows from A-Quantity for the attentional intents ex-
pressed by declaratives, and in part for the attentional intents expressed by interrogatives
(namely those interrogatives which make their QUD ‘fully explicit’, in some sense) but space
limitations preclude demonstrating this here.

9 Recall from Section 2.3 that proponents of the grammatical approach often do assume Hur-
ford’s Constraint, and regard the felicity of certain examples as evidence for the local, ex-

10:18



Attentional Pragmatics

tions again as representing pertinent goals, it is simply unnecessary to keep
track of a goal a in addition to a more specific goal b, if you know that a will
automatically be achieved, and can only be achieved, together with b. This as-
pect of A-Quality matters only for so-called Hurford disjunctions such as (9),
discussed further below, including in particular those like (9a) with “distant
entailing disjuncts” (Fox & Spector 2018).

3.2 Basic predictions with respect to exhaustivity

Let us consider how exhaustivity is predicted for the simple disjunction from
the introduction, repeated here:

(7) Who (of Alf, Beth, Cee) was at the protest?
Alf or Beth was at the protest. (Implied: not both)

To apply Attentional Pragmatics we need a primary attentional intent A, in
addition to the informational intent p and QUD Q given earlier:10

Q = {∧𝑃𝑎, ∧𝑃𝑏, ∧𝑃𝑐}∩,∪ p = ∧(𝑃𝑎∨ 𝑃𝑏) A = {∧𝑃𝑎, ∧𝑃𝑏}

That is, I assume that the speaker intends to draw attention to the proposi-
tions expressed by the two disjuncts—for justification of this assumption
see Westera 2017b, along with a more general characterization of attentional
intents in terms of sentence form.

With the given QUD and attentional intent for (7) the following can be
proven:

A-Quantity(A,Q) → □¬𝑃𝑎𝑏

Concise proof: that no attention is drawn to Alf and Beth’s joint presence
(∧𝑃𝑎𝑏 ∉ A) implies, by contraposition of the conditional of A-Quantity, that
it must either not be relevant (¬A-Relation({∧𝑃𝑎𝑏},Q)) or not be consid-
ered possible independently of anything stronger in the attentional intent
(¬A-Quality({∧𝑃𝑎𝑏})), and since we know it is in fact relevant, and that
there is nothing stronger in A, the explanation can only be that the speaker
must not consider it possible. That is, assuming compliance with the maxim
of A-Quantity entails that the speaker must believe that not both Alf and
Beth were at the protest, which is of course the exhaustivity implicature we
set out to explain. In a similar way we can derive Cee’s absence (□¬𝑃𝑐).
haustive interpretation of the weaker disjunct, which would break the entailment relation
between the disjuncts (e.g., Chierchia, Fox & Spector 2012, Katzir & Singh 2014).

10 For brevity, let superscript ∩,∪ on the QUD indicate closure under intersection and union.
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Attentional Pragmatics furthermore predicts that one way to prevent an
exhaustivity implicature is by including a third disjunct …or both in order to
draw attention to Alf and Beth’s joint presence:

(8) Alf was at the protest, or Beth, or both.

Here we must assume the same QUD and primary informational intent as
before, but a richer attentional intent (due to the additional disjunct):

Q = {∧𝑃𝑎, ∧𝑃𝑏, ∧𝑃𝑐}∩,∪ p = ∧(𝑃𝑎∨ 𝑃𝑏) A = {∧𝑃𝑎, ∧𝑃𝑏, ∧𝑃𝑎𝑏}

By drawing attention to Alf and Beth’s joint presence, this utterance satisfies
the consequent of A-Quantity for this proposition and even implies, through
A-Quality, that the speaker considers their joint presence possible, which
is the polar opposite of exhaustivity (◇𝑃𝑎𝑏 ≡ ¬□¬𝑃𝑎𝑏). Altogether, the
theory does justice to the motivating intuition given in the introduction: that
exhaustivity arises when a relevant proposition is not mentioned. (Besides
this, recall that the traditional I-maxims are still assumed to be active too, still
allowing for the usual pragmatic implications, e.g., that the speaker believes
that the disjunction is true.)

To illustrate A-Quality, and especially the independence requirement it
contains, consider a context where the speaker knows that either Alf is at
the protest or all three of Alf, Beth and Cee, but never only two of them. For
this speaker, uttering (9a) is fine while uttering (9b) is strange:

(9) The speaker knows if Alf and Beth were at the protest, so was Cee.

a. Alf is at the protest, or Alf, Beth and Cee.
b. ?? Alf is at the protest, or Alf and Beth, or Alf, Beth and Cee.

Example (9b) is bad precisely because the speaker does not consider the sec-
ond disjunct possible independently of the third, and including it falsely
gives the impression that they do. The part of A-Quality after the conjunction
captures exactly this. Formally, assuming the following QUD and primary in-
tents for (9b):

Q = {∧𝑃𝑎, ∧𝑃𝑏, ∧𝑃𝑐}∩,∪ p = ∧𝑃𝑎 A = {∧𝑃𝑎, ∧𝑃𝑎𝑏, ∧𝑃𝑎𝑏𝑐}

The following can be proven for (9b):

A-Quality(A,Q) → ◇(𝑃𝑎𝑏∧¬𝑃𝑎𝑏𝑐)
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This is the inference that is incompatible with the intended context in (9).
Meanwhile, for the variant in (9a) without the middle disjunct we can de-
rive exactly the opposite, from A-Quantity, assuming the same QUD but an
attentional intent without the middle disjunct (A = {∧𝑃𝑎, ∧𝑃𝑎𝑏𝑐}):

A-Quantity(A,Q) → ¬◇(𝑃𝑎𝑏∧¬𝑃𝑎𝑏𝑐)

This is a type of exhaustivity inference, derived from A-Quantity. What is
noteworthy here is that the proposition ∧𝑃𝑎𝑏 is only partially excluded,
namely, only the part which it does not share with ∧𝑃𝑎𝑏𝑐. Katzir & Singh
(2014) argue, for an example isomorphic to this (their (8)), that the partial
exclusion of a proposition like this is particularly challenging for pragmatic
accounts of exhaustivity, and indeed it is for the neo-Gricean approach (i.e.,
based on the I-maxims alone), which is insensitive to the individual disjuncts
of an utterance.

For a more general specification of the predictions of Attentional Prag-
matics an exhaustivity operator can be defined as a shorthand for what com-
pliance with A-Quantity implies (Westera 2017a). It can be defined as follows:

Exh(A,Q) = ⋂
a∈Q
a∉A

(a ∪ ⋃
b∈A
b⊂a

b)

See the supplementary material (Section D) for a proof that this definition
is a shorthand for the implications derived from A-Quantity; see Westera
2017a for its application to additional examples. In certain circumstances,
this operator is formally conservative with respect to some existing opera-
tors, in particular the operator in Schulz & van Rooij 2006—for a formal
statement and proofs of these results see again the supplementary material
(Section E). Schulz & van Rooij’s operator was stipulated to take the indi-
vidual disjuncts into account, but only for the sake of descriptive coverage,
without a pragmatic motivation. In fact, they present their operator as a re-
finement of a more basic operator which they derive from the neo-Gricean
approach (I-Quantity plus opinionatedness), and it is precisely the refinement
step—making their operator sensitive to the individual disjuncts—that is
not pragmatically motivated. Attentional Pragmatics can be seen as retroac-
tively showing how their operator can be derived from pragmatic principles
after all, but, crucially, from A-Quantity, without relying on either opinionat-
edness or I-Quantity.
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3.3 Remarks about the assumed QUDs and intents

I will briefly address (but, for reasons of space, mostly defer to other works)
two important, seemingly open ends of the current theory: how to identify
the QUD for a given utterance, and how to identify its purported attentional
intent. Clearly, merely stipulating QUDs and intents on a case-by-case basis
is not sufficient for a falsifiable theory.

First, regarding the identification of QUDs: why a speaker might choose
one kind of QUD (e.g., the types of QUDs assumed in this paper) over others
is an important open question for most QUD-based accounts, as already men-
tioned in Section 2.1.2. But setting aside the why, figuring out what the QUD
must have been like, for a given utterance, turns out to be fairly straight-
forward for the examples in the current paper, provided focus prosody is
taken into account and domain restrictions are made explicit, and further
facilitated by preceding the relevant examples with explicit questions. This
was illustrated in Section 2.2, justifying the assumed QUD for our basic type
of example, that is, a disjunction with focus on the disjuncts. Now, the the-
ory presented here does not claim to enable the identification of QUDs in
general, so this remains an important research direction; it means that the
predictions of Attentional Pragmatics on naturally occurring examples will
inevitably be less precise. But the theory at least presents a step forward in
this regard, because the A-maxims effectively impose an additional set of
constraints on the relation between utterances and their QUDs.

A case where the latter is particularly clear is the following, related to
the well-known “symmetry problem” that arises when a QUD contains some
propositions as well as their negations:

(10) Q: Who was and who wasn’t at the protest (of Alf, Beth, Chris, …)?
A: (Of those people,) ALF was there. [final fall]

Relative to the symmetrical QUD arguably introduced by the explicit ques-
tion, A’s response, which asserts (and draws attention to) only a single, posi-
tive proposition (Alf’s presence), may well comply with the I-maxims (namely
if they are ignorant about Beth and Chris), but cannot comply with the A-
maxims. This is because, according to A-Quantity, since the speaker must
consider either Beth’s presence or Beth’s absence possible (or both), and
likewise for Chris, drawing attention to neither of these possibilities violates
A-Quantity— if, that is, the response indeed addresses the explicitly intro-
duced, symmetrical QUD. In other words, Attentional Pragmatics predicts
for (10) that either speaker A violated a maxim (in which case we might ex-
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pect hedges or special prosodic marking, such as a final rise), or they must
have chosen to address only the positive, asymmetrical sub-QUD explicitly.11

For more detailed discussion of these predictions I must refer to Westera
2017c. What I wanted to highlight in the current section is that Attentional
Pragmatics imposes additional constraints on QUDs, restricting the range of
possible analyses for a given example further than the I-maxims alone.

As for the second seemingly open issue, namely the identification of at-
tentional intents, we will likewise see that Attentional Pragmatics already
constrains the notion more than it might at first appear. On the informa-
tional side, I mentioned in Section 2.1 the common simplification that truth-
conditional semantics would directly deliver the primary informational in-
tents, essentially bypassing the Manner maxim by conflating intent with con-
tent. We could adopt a similar simplification on the attentional side and have
attentional intents be delivered directly by a suitable semantics. Indeed, the
attentional intents assumed in this paper are broadly in line with existing
formal semantic approaches that assign proposition sets to sentences, such
as Hamblin alternatives for disjunction (Alonso-Ovalle 2008) or unrestricted
inquisitive semantics (Ciardelli, Groenendijk & Roelofsen 2009). The reader
is free to adopt such a framework for easy computation of conditional pre-
dictions, that is, conditioned on the assumption that the semantic framework
of choice indeed delivers the correct attentional intents. However, in Westera
2017b: ch. 6 I argue that this is unnecessary, at least for the range of examples
considered in the present paper, and list a number of advantages of such a
semantically non-committal approach (though without making a definitive
argument against adopting a proposition-set semantics, with which Atten-
tional Pragmatics is in principle perfectly compatible). That is, Attentional
Pragmatics itself, even without a designated semantic backbone for atten-
tional intents, often sufficiently constrains the range of possible attentional
intents for the theory to yield clear, falsifiable predictions.

3.4 Summary

Attentional Pragmatics is based on the assumption that drawing attention to
relevant propositions is a communicative intention in its own right, along-
side assertion, governed by its own set of maxims, the A-maxims. We have

11 This also aligns with the focus marking in (10): if the QUD addressed by A had contained
negated propositions too, one would have expected an additional, ‘verum’-type focus on the
verb).
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already seen how this addition to basic Gricean pragmatics (i.e., the I-maxims
alone) enables new analyses, such as for Hurford disjunctions like (9), and
with regard to maxim violations in the case of a symmetrical QUD (10). The
next section describes in detail how the A-maxims also enable novel prag-
matic solutions to the three problems introduced in Section 1: exhaustiv-
ity on the hints of a quizmaster (in a nutshell: it can be argued that these
are exempt from I-Quantity but not A-Quantity), exhaustivity on questions
(again, subject not the I-maxims but to the A-maxims), and exhaustivity with-
out an opinionatedness assumption (because A-Quantity, unlike I-Quantity,
is strong enough to deliver exhaustivity without it).

4 Comparison with regard to three puzzles

4.1 Exhaustivity on the hints of a quizmaster

4.1.1 The empirical picture

The first of the three challenges for the neo-Gricean approach is the following
puzzle, from Fox 2014. When a quizmaster is giving a hint to a contestant,
the quizmaster is not expected to share all the information they have—hints
are partial answers by definition. Another way of framing this is that hints
are exempt from the maxim of I-Quantity: not all true relevant information
needs to be shared. And yet, surprisingly for the neo-Gricean approach which
relies on this maxim, exhaustivity can still be present:12

(11) Quizmaster: (Of these three boxes over here,) there is money in box A
or in box C. (implied: not in both, and not in B)

Exhaustivity is present here: if the quizmaster had known that there was
money in box B, or in both A and C, they could be accused of misleading the
contestant.13 And yet no genuine I-Quantity implication is present here to

12 Example (11) should be read, as before, with falling intonation and focus on the two disjuncts.
In particular, it is important to rule out an alternative intonation that seems to me very
natural for hints: fall-rise (Constant 2012, Wagner 2012, Westera 2019), which is a signal of
partial answerhood and (therefore) non-exhaustivity.

13 Perhaps the ‘not both’ implication is more robust in the following variant, as mentioning
another intersection (‘A and D’) could make closure of the QUD under intersection more
likely, and hence the relevance of ‘A and C’:
(i) Quizmaster: There is money in box A, or in boxes A and D, or in box C.

(More robustly predicted: not in both A and C)
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the effect that, for instance, the quizmaster necessarily lacks the belief that
the money is in box A—in fact the quizmaster may well know exactly that
that’s where the money is. Accordingly, as Fox notes, there is no way for the
neo-Gricean approach, which relies crucially on I-Quantity, to predict exhaus-
tivity for (11). Moreover, the reasonable assumption that the quizmaster is at
least pretending to be complying with I-Quantity cannot help in this case, as
Fox notes: if the I-Quantity implication is pretended, there is no way for an
implication that is derived from it to not also be merely pretended—but the
exhaustivity is genuine.

4.1.2 Explanation in Attentional Pragmatics

Since Attentional Pragmatics derives exhaustivity from A-Quantity instead of
I-Quantity, one could try to account for (11) by supposing that, while quizmas-
ters are not supposed to provide all the information they possess, perhaps
they do have to mention all possible choices for a quiz participant (i.e., com-
ply with A-Quantity), lest they be found guilty of misleading. If true, this
would deliver exhaustivity as before, through A-Quantity. However, while
I find it quite intuitive that a quizmaster’s hints would be exempt from I-
Quantity but not from A-Quantity, this is not entirely satisfactory unless we
can truly explain the different exemption status of the different maxims.14

Puzzlingly, it does not seem to instantiate a broader pattern of I-maxims vs.
A-maxims, because themaxims of I/A-Quality seem to behave in the opposite
way: while (11) is exempt from A-Quality—the quizmaster need not actually
consider it possible that there is money in box A—it does need to comply
with I-Quality, that is, there has to money in box A or box C.

As an explanation for this exemption/non-exemption pattern, and for
what is going on in (11), I propose the following:

• Assumption: Quizmasters may pretend to know less about the quiz
answers than they actually do, but not to know more about the quiz
answers than they actually do (i.e., information that may be false).

This seems to me a safe assumption to make; one could imagine reading
this as part of the job instructions for a quizmaster. Crucially, it follows that
pragmatic implications of not-knowing (¬□) need not be genuine, whereas

14 Moreover, the intuition that a quizmaster isn’t exempt from A-Quantity is not really to be
trusted: it may well be a mere consequence of the explanandum, i.e., that hints imply ex-
haustivity, rather than an explanation for it.
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pragmatic implications of knowing (□) must be genuine, and this accounts
precisely for the apparent exemption status of the different maxims:

• I-Quality: implies knowing (□), hence hints are subject to it.

• I-Quantity: implies not-knowing (¬□), hence hints are exempt.

• A-Quality: implies not-knowing (◇, which is equivalent to ¬□¬),
hence hints are exempt.

• A-Quantity: implies knowing (¬◇, which is equivalent to □¬), hence
hints are subject to it.

Given Attentional Pragmatics, the prediction that hints are exempt from I-
Quantity whilst subject to A-Quantity solves precisely the puzzle posed by
(11), where exhaustivity is present without a genuine I-Quantity implication.
In fact, the foregoing line of explanation can work for any theory that de-
livers the knowing-that-not implication of exhaustivity directly, rather than
via a not-knowing implication as in the neo-Gricean approach. This is true
of Attentional Pragmatics, but potentially also of the grammatical approach,
discussed next.

4.1.3 Hints in the grammatical approach

The crucial part of the foregoing explanation is the assumption that a quiz-
master’s implied knowledge about the quiz answers must be genuine, and
this will include exhaustivity regardless of whether it is delivered by A-Quant-
ity or by a grammatical operator plus I-Quality. However, the exhaustivity
operator and I-Quality represent only part of the story for the grammatical
approach: its predictions depend also on whether the principles and contex-
tual assumptions that guide the placement of exhaustivity operators apply
to a quizmaster. This is currently an open question, not addressed by Fox
(2014), and it is difficult to answer, as the principles used in the grammatical
approach vary across implementations. For the sake of concreteness I will
discuss a more traditional principle and a more recent approach.

An influential principle has been the Strongest Meaning Hypothesis (fol-
lowing Dalrymple et al. 1998), which states that exhaustivity operator place-
ments which strengthen the overall meaning are preferred (e.g., Chierchia,
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Fox & Spector 2012, Mayr & Romoli 2016).15 We could try to rely on this prin-
ciple for favoring the exhaustive reading in (11). However, for this to actually
solve the quizmaster puzzle we should motivate why this principle, and not
I-Quantity, can be safely assumed to apply to a quizmaster. It is not obvi-
ous that such motivation can be found: if we know that the quizmaster will
pretend to know less than they actually do, should we really be ‘charitable
listeners’ and read as much as possible into their hints? The answer to this
may depend on whether we conceive of the Strongest Meaning Hypothesis
as a pragmatic constraint which may vary across contexts, or as a hard ar-
chitectural or conventionalized constraint in the grammar itself.

A less standard implementation of the grammatical approach, Meyer’s
(2013) Matrix K theory, seems to avoid this issue. It assumes that every ma-
trix sentence is in fact the complement of an implicit doxastic operator K
(‘the speaker believes that…’). This offers various compositions of exhaus-
tivity operators—below K, above K, or both—resulting in different readings.
According to this approach, the quizmaster example (11) has distinct read-
ings entailing either ignorance or exhaustivity, expanding the grammatical
approach’s general pattern of replacing cooperativity-based pragmatic en-
richment by contextually constrained disambiguation. Meyer argues that dis-
ambiguation towards the exhaustive reading can take place simply by virtue
of our contextual assumption/knowledge that the quizmaster cannot in fact
be ignorant. The hybrid grammatical-pragmatic approach in Buccola & Haida
2019, which likewise derives both the ignorance reading and the exhaustive
reading in the grammar, would enable a similar account. I will return to this
strand of grammatical approaches in Section 4.3, in relation to the opinion-
atedness assumption. For now, note that my assumption that a quizmaster’s
hints are exempt from certain maxims and not others has no real bearing
on the grammatical approach: if exhaustivity is a grammatically generated
semantic entailment, its truth will be implied via I-Quality, to which I argued
a quizmaster’s hints are subject.

Wrapping up, the foregoing corroborates Fox’s arguments that cases like
(11) are a problem for the neo-Gricean approach, a problem which can in prin-
ciple be resolved by the grammatical approach—the latter depending on the
exact nature of the principles that guide the placement of exhaustivity op-

15 The Strongest Meaning Hypothesis is not universally adopted in the grammatical approach
(e.g., see Chemla & Spector 2011, fn.6 for an empirical argument against; see also Poort-
man 2017), and sometimes it is formulated differently; see Section 4.3 for a more detailed
discussion.

10:27



Matthijs Westera

erators, and/or on whether the traditional I-Quantity inferences are instead
derived in the grammar. More central to the aims of this paper, I have ar-
gued that Fox’s puzzle is not a problem for pragmatic approaches per se: if
we assume that quizmasters are allowed only to pretend to know less than
they actually do, not more, then Attentional Pragmatics generates the right
predictions.

4.2 Exhaustivity in disjunctive questions

4.2.1 The empirical picture

Questions have been noted to imply exhaustivity (e.g., Bartels 1999, Roelof-
sen & van Gool 2010, Geurts 2011, Biezma & Rawlins 2012):16

(12) Was Alf or Beth at the protest? (implied: not both)

The neo-Gricean approach cannot account for this, because questions are ex-
empt from I-Quantity, indeed, from all the I-maxims: questions do not have
a primary informational intent to which these maxims could apply, or in
other words they lack assertive force (e.g., Frege 1918). By contrast, Atten-
tional Pragmatics arguably does generalize to questions: although questions
do not serve to provide information, they arguably do serve to draw atten-
tion to things, and as such have attentional intents subject to the A-maxims
just like assertions. Thus, since (12) is subject to A-Quantity just like the
assertion in (2) with which this paper started, one might expect it to imply
exhaustivity in exactly the same way: since no attention is drawn to Alf and
Beth’s joint presence, the speaker must not consider it possible. This is not
completely correct, as I will explain further below, but it already shows the
potential for Attentional Pragmatics to offer a more or less uniform account
of exhaustivity in questions and assertions.

This is not to say that there are no differences between exhaustivity on
questions and exhaustivity on assertions (and in fact a more uniform ap-
proach along the foregoing lines can explain such differences, as we will see).
For instance, it is often assumed that in the case of assertions the ‘not both’
implication, and exhaustivity more generally, is not just an implication but
a conversational implicature, that is, an indirectly communicated informa-
tional intent, hence part of what the speaker meant (or at-issue). By contrast,

16 As before, the disjunction needs to be read with focus on the disjuncts and a final fall, i.e.,
the type of intonation triggering what some call an ‘alternative question’ interpretation.
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the same implication in the case of questions is commonly assumed to be a
presupposition (Bartels 1999, Aloni & Égré 2010, Biezma & Rawlins 2012): it is
implied by the utterance to be true but not part of what the speaker meant,
that is, not an informational intent, and non-at-issue. The contrast between
assertions and questions regarding the status of exhaustivity is widely as-
sumed, across different strands in the literature, so I will just take it for
granted in what follows (though for an illustration of a possible empirical
consequence of this contrast see Westera 2017b: ch. 12). A theory of exhaus-
tivity on assertions and questions should of course account for this contrast,
but ideally it would explain the obvious parallelisms too, for instance how
exhaustivity is affected, on questions and assertions alike, by disjuncts like
or both, by focus, and by rising intonation.

Existing accounts of both the ‘not both’ implication of disjunctive ques-
tions and its non-at-issue status have described rather than explained it, and
have done so independently of theories of exhaustivity on assertions. For in-
stance, Biezma & Rawlins (2012) encode an exhaustivity presupposition into
the core semantics of interrogatives, without attempting to derive it from
a pragmatics of questions, and also without trying to find a common ba-
sis for exhaustivity on questions and assertions. Similarly for the influential
approach of Dayal (1996), which is based on the assumption that the proposi-
tion set denoted by a question should always contain a strongest true answer.
Skipping the details, this principle results in a ‘not both’ presupposition in
the case of disjunctive questions, but also, for instance, a uniqueness presup-
position in the case of singular wh-questions (e.g., which boy was sleeping?
presupposes there is only one such boy), among other applications related to
constraints on question formation (e.g., Fox & Hackl 2006, Abrusán & Spector
2010)— it has been empirically fruitful, but its explanatory potential, say, its
status as a pragmatic principle, is unclear (see also footnote 8).

4.2.2 Account in Attentional Pragmatics

I assume the following about questions (by which I mean, in this context,
utterances of interrogatives):

• Questions and assertions alike have primary attentional intents, sub-
ject to the same A-maxims.
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• Questions are different from assertions in lacking a primary informa-
tional intent (although they may in principle have secondary informa-
tional intents, e.g., implicatures).

• Interrogative syntax is essentially a marker indicating the absence of
a primary informational intent. Besides that, interrogatives have the
same semantics as their declarative counterparts, and also focus re-
flects the QUD they address in the same way.

So basically, questions are like assertions minus the assertion speech act,
leaving only the attentional component.17 This idea has not, to my aware-
ness, been considered in the literature, but it is a natural option in Atten-
tional Pragmatics: once we assume that questions have attentional intents,
they do not need anything else in order to serve the pragmatic function they
do. After all, by drawing attention to relevant propositions one would ef-
fectively be indicating the desire that they be made common ground, which
is conceivably the primary purpose of (information-seeking) questions—see
Biezma & Rawlins 2012 for an account of questions in line with this view (and
the semantic contents they assume are equivalent to the required attentional
intents in the present paper). In fact, this view on questions is not limited in
scope to the exhaustivity effects of disjunctive questions; see Westera 2017b:
ch. 12) for an account along these lines of the differences between so-called
‘polar questions’ and ‘alternative questions’, as well as other combinations of
focus structure and final contour. In any case, with this view on questions in
place, and assuming the same type of QUD and attentional intent as for the
corresponding assertions, Attentional Pragmatics would predict exhaustivity
for (12) in exactly the same way as for the corresponding assertion, through
A-Quantity.

The foregoing account of the disjunctive question in (12) is not quite right,
however. For it to work, the QUD must contain Alf and Beth’s joint presence
(∧𝑃𝑎𝑏), which in Section 2.1.2 I motivated, following previous work, by assum-
ing that QUDs are typically closed under intersection due to the structure of
relevance and/or the cooperativeness of ensuring a unique answer possibil-
ity for the addressee. However, closure of QUDs under intersection is a mere

17 The same need not be assumed for so-called embedded questions, as in John wonders
whether Alf or Beth was at the protest, which arguably semantically denote questions rather
than pragmatically ask them. Following Roberts (2012) and Biezma & Rawlins (2012), I do not
assume the Equivalence Thesis of Belnap 1982 according to which the semantic content of
unembedded questions would be equivalent to that of the analogous embedded questions.
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default assumption, assumed to be true of QUDs in the absence of reasons to
believe otherwise. And precisely such a reason is present in (12): the speaker
who utters the interrogative disjunction is the one introducing the QUD, and
they would not have included a given proposition in their QUD if they al-
ready knew it to be false.18 Hence, the exhaustive interpretation of (12), that
not both Alf and Beth were there, does not quite follow from A-Quantity;
only that their joint presence could not reasonably have been in the QUD
(for if it had been included, then A-Quantity would have implied that the
speaker considered it false, hence that it should not have been included—a
contradiction).

Let me go through this explanation with a bit more precision, starting
from the attentional intent of (12):19

Attentional intent:{∧𝑃𝑎, ∧𝑃𝑏}

Suppose, counterfactually (to derive a contradiction), that Alf and Beth’s joint
presence (∧𝑃𝑎𝑏) is an element of the QUD in (12):

QUD (not really): {∧𝑃𝑎, ∧𝑃𝑏, ∧𝑃𝑎𝑏}

In that case, since no attention was drawn to their joint presence, compli-
ance with A-Quantity would imply that the speaker must consider it false—
this would be exhaustivity in the usual manner. But if the speaker already
knew the intersection was false, then—since they are the one introducing
the QUD—why would they have included it? Therefore, contrary to the ini-
tial supposition, Alf and Beth’s joint presence cannot be in the QUD in (12),
that is, the QUD must be like this:

QUD: {∧𝑃𝑎, ∧𝑃𝑏}

And this entails that exhaustivity must be explained slightly differently: the
speaker must not consider Alf and Beth’s joint presence possible, not be-
cause it is in the QUD and no attention was drawn to it, but because it isn’t
in the QUD, and theywould have included it in the QUD (and drawn attention

18 I motivated this assumption in Section 2.1.2, i.e., that a QUD should not contain propositions
that the person who introduces the QUD already knows are false. It aligns with Roberts 2012,
and more generally with the idea that one should not set goals that one already knows are
unachievable (found for instance in Bratman 1987).

19 For motivation for the assumed attentional intent on the basis of certain semantic assump-
tions, see Westera 2017b: ch. 6.
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to it) had they considered it possible, given default closure under possible
intersections.20

The foregoing suggests that whereas exhaustivity in the case of assertions
is the exclusion of relevant propositions, exhaustivity in the case of questions
is the exclusion of propositions that would have been relevant had they been
deemed possible. Both explanations rely crucially on A-Quantity and the fact
that no attention was drawn to Alf and Beth’s joint presence, but they di-
verge from there, based on the fact that closure under intersection applies
differently when the speaker is the one introducing the QUD. The idea that
exhaustivity in questions is primarily about unmentioned propositions not
being relevant (rather than, as for assertions, unmentioned relevant propo-
sitions not being true) is independently motivated in Biezma & Rawlins 2012,
and the resulting overall explanation for the ‘not both’ implication is simi-
lar to the one sketched in Groenendijk & Roelofsen 2009, namely, that if the
speaker had considered ‘both’ relevant they would have listed it as a possible
answer. But if the end result is the same for assertions and questions, that
is, a ‘not both’ implication, then what difference does it make?

The contrast in at-issueness (presupposition vs. implicature) As it turns
out, the foregoing account predicts that ‘not both’ is at-issue in the case of
assertions but not questions, as follows (a summary of Westera 2020b). In the
case of assertions, ‘both’ is relevant, that is, establishing it is a conversational
goal. For this reason, establishing its negation ‘not both’ would effectively
serve to prune an unachievable goal and thereby keep the conversation fo-
cused on those which are achievable.21 The information ‘not both’ therefore
serves a meta-communicative purpose, or what I will call a secondary goal,
in line with the notion of “secondary content” (intent, in the present sense)
of Gutzmann & Turgay 2019, which covers the meta-communicative kinds of
contributions of, for instance, discourse particles, conventional implicatures

20 One might wonder if leaving the decision of whether to include the ‘both’ proposition in the
QUD entirely to the speaker (as opposed to enforcing closure under intersection as a general
constraint) will not lead to misunderstandings. What if the addressee thinks that ‘both’ is in
the QUD, given that QUDs are by default closed under intersection? But this situation will
not occur: if it had been in the QUD, then the speaker should have drawn attention to it (or
used final rising intonation or a more explicit hedge to indicate that there are other relevant
possibilities besides those mentioned)—which they did not.

21 This view on the conversational purpose of the ‘not both’ implication aligns with Horn 1989:
the typical reason for conveying negative information is the prior consideration of its posi-
tive counterpart—we tend not to be interested in negative information in its own right.
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and intonational meaning. Thus, the type of goal served by the information
‘not both’ is secondary in the sense that keeping the set of discourse goals
tidy is not the primary aim of the discourse.

Now, I assume that the organization of discourse goals into QUDs ap-
plies across the board, to both primary and secondary discourse goals (put
differently: any type of informational intent has to address an appropriate
QUD, whether it is asserted or implicated). It then makes sense for all sec-
ondary goals related to pruning unachievable goals from the primary QUD
to be grouped in single, topically coherent secondary QUD. This is the type
of QUD which the ‘not both’ implicature could serve to address, and it ex-
plains why assertions have this secondary informational intent. By contrast,
in the case of questions ‘both’ is not contained in the primary QUD to begin
with, hence there is no reason to prune this non-existing goal, and accord-
ingly there is no secondary QUD containing ‘not both’. Therefore, in the case
of questions, there is no QUD for the ‘not both’ implication to compliantly
address, and therefore it cannot serve the communication of an intent; it is
merely an implication/inference.

Summing up, ‘not both’ is part of what is meant (in particular, a secondary
intent) in the case of assertions because ‘both’ was primarily relevant and
therefore ‘not both’ was secondarily relevant for the sake of keeping the pri-
mary goal set tidy, whereas in the case of questions ‘both’ was not primarily
relevant to begin with (for reasons identified above), hence ‘not both’ will
not be relevant, either. This difference notwithstanding, let me repeat that
ultimately the exhaustivity of both questions and assertions derives from
A-Quantity. Indeed, the main point of this section was that questions are
subject to A-Quantity but not I-Quantity, which lets Attentional Pragmatics
extend to questions where the neo-Gricean approach does not.

4.2.3 Question exhaustivity in the grammatical approach

Questions have only recently begun to draw some attention in the grammat-
ical approach. For instance, Ciardelli & Roelofsen (2017) suggest that Hur-
ford’s Constraint, one of the core principles in the grammatical approach,
holds for both questions and assertions. However, they do not seek to ac-
count for the exhaustivity implications of questions, and indeed I am un-
aware of approaches that do (extensive work on exhaustivity in embedded
so-called questions notwithstanding, e.g., Gajewski & Sharvit 2012).
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The grammatical approach treats exhaustivity as part of the informa-
tional (semantic) content, and as such directly predicts ‘not both’ to be part of
what is meant in the case of assertions, namely, as part of what is asserted
(the primary informational intent), and its truth is implied accordingly by
the maxim of I-Quality.22 But in the case of questions nothing is asserted, so
the maxim of I-Quality doesn’t have anything to apply to (or alternatively, in
some accounts interrogativity turns the informational content/intent into a
tautology), and accordingly any exhaustivity generated below the interrog-
ativity does not end up being implied to be true. A more technical way of
putting this is that entailments do not ‘project’ out of interrogativity, so nei-
ther does exhaustivity as conceived in the grammatical approach. It is tech-
nically possible of course to define a special-purpose exhaustivity operator
for interrogatives, one which makes exhaustivity escape interrogativity as a
presupposition (Biezma & Rawlins (2012) define such an operator, though in-
dependently of the grammatical approach), but such special treatment is not
very explanatory.

Summing up, Attentional Pragmatics accounts for exhaustivity in a way
that generalizes from assertions to questions, while also predicting some
differences, in particular that the ‘not both’ implication serves to commu-
nicate an intent in the case of assertions but not questions. Meanwhile, the
neo-Gricean approach does not generalize to exhaustivity in questions, and
it is not clear at present either how the grammatical approach would handle
it.

22 The fact that the grammatical approach treats exhaustivity as part of the primary informa-
tional intent as opposed to an implicature marks a major deviation from prior character-
izations of exhaustivity, but it has not received much attention, perhaps in part because
it has been obfuscated by the continued use of the term “implicature” in the grammatical
approach (for a discussion of terminological confusions surrounding implicature see Bach
2006b, Geurts 2011). Major as this deviation may be, it has not to my awareness been empir-
ically assessed or otherwise defended other than by showing that making exhaustivity part
of the informational content allows one to uniformly capture the overall truth-conditions
(disregarding the assertion/implicature distinction) of various unembedded and embedded
exhaustivity. This is a great result, but one should wonder whether the distinction between
main and secondary intent (implicature) can in the end somehow be recovered from the
grammatical approach and, if not, what (if anything) we would loose.
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4.3 Exhaustivity without an opinionatedness assumption

4.3.1 The empirical picture

Recall that the neo-Gricean approach relies on an opinionatedness assump-
tion (e.g., for (2), the assumption that □𝑃𝑎𝑏∨□¬𝑃𝑎𝑏), because the I-Quant-
ity implication on its own (¬□𝑃𝑎𝑏) falls short of exhaustivity (□¬𝑃𝑎𝑏)—
this is the epistemic step (Sauerland 2004). By contrast, Attentional Pragmat-
ics predicts exhaustivity without relying on an opinionatedness assumption;
the A-Quantity implication is strong enough as it is. The reason for this is
that A-Quantity is more demanding than I-Quantity: it requires that atten-
tion be drawn not just to propositions that are believed to be true, but to
any proposition that is considered even merely possible. One might wonder
whether this is an advantage or disadvantage: what is the explanatory value
of an opinionatedness assumption to begin with, and, empirically speaking,
can exhaustivity occur without it?23

The explanatory value of the opinionatedness assumption is unclear at
best. To my awareness it has not been argued to be an independently reason-
able assumption, and the neo-Gricean approach’s reliance on an opinionated-
ness assumption has been criticized by some for being ad hoc (Groenendijk &
Stokhof 1984, Chierchia, Fox & Spector 2012, Westera 2014, Chierchia 2017).
Indeed, it simply does not seem rational to go about the world assuming,
without evidence, that our interlocutors will be opinionated about whatever
the QUD happens to be. Nevertheless, the opinionatedness assumption has
been embraced by many (e.g., Soames 1982, Horn 1984, Matsumoto 1995,
Green 1996, Russell 2006, Schulz & van Rooij 2006, Geurts 2011; see Scon-
tras & Tessler 2018 for a probabilistic implementation of opinionatedness in
the RSA framework).

This appreciation for the epistemic step is due largely to the fact that
exhaustivity implications seem to disappear if the speaker denies their own
opinionatedness, as Soames (1982) noted:

23 A similar assumption plays a role in Zimmermann’s (2000) account of modal disjunctions
(e.g., You may do A or B). The interpretation of such disjunctions is affected by a contextual
authority assumption, namely, that the speaker is in a position to set permissions and obli-
gations for the addressee. My arguments in this section are independent of this, and, more
generally, although my proposal will deny that an opinionatedness assumption is necessary
for exhaustivity, it does not deny that contextual assumptions of various kinds can interfere
with pragmatic inferences. Indeed, an (un)opinionatedness assumption is still expected to
affect exhaustivity in my account (as I will explain shortly), and the interpretation of modal
disjunctions may well be affected by an authority assumption.
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(13) A: Who (of Alf, Beth, …) was at the protest?
B: I’m not sure about Alf, but Beth was there.

Speaker B’s hedge, denying their opinionatedness about Alf, causes the usual
exhaustivity implication ‘not Alf’ to be absent. Similarly explicit examples can
be found throughout the literature. Breheny, Ferguson & Katsos (2013) rely
not on explicit cues but on context for manipulating the speaker’s (un)opin-
ionatedness, and present experimental results that seem to support the re-
liance of exhaustivity implications on an opinionatedness assumption. They
presented participants with visual scenes and descriptions whose exhaus-
tive interpretation was expected to affect eye movements around the scene.
The visual scenes also showed a speaker, whose opinionatedness was ma-
nipulated by visibly occluding the relevant items from the speaker. When
the participants knew that the speaker had only partial knowledge about the
scene, the exhaustivity implications were significantly weaker than when the
participants did not know this. Goodman & Stuhlmüller (2013) conduct sim-
ilar experiments, showing comparable results.

However, there is reason to believe that these experimental results as
well as Soames’s original observation have been misinterpreted. After all, in
the relevant examples (such as (13), but also the more contextualized cases of
Breheny, Ferguson & Katsos 2013 and Goodman & Stuhlmüller 2013), not only
is the supposed opinionatedness assumption removed; it is in fact replaced
by an un-opinionatedness assumption, or even knowledge to that effect. And
since to be unopinionated is to be unable to give an exhaustive answer, it is
unsurprising that knowing in advance that the speaker is unopinionated has
some effect on the perceived exhaustivity implications, regardless of whether
their presence would have depended on an opinionatedness assumption to
begin with. After all, when we know that the speaker is not opinionated about
Alf, we know in advance that we must not interpret the answer Beth as ex-
cluding Alf’s presence, and we will try to find a way of interpreting the utter-
ance that is compatible with this uncertainty. For instance, we may interpret
the main part of B’s response in (13) as addressing an implicitly more re-
stricted QUD: but of the people I do know about, Beth was there. As long as
there is a way to accommodate the speaker’s unopinionatedness, there will
be a reading of the utterance that lacks exhaustivity—and this is true even
if exhaustivity itself does not depend on an opinionatedness assumption.

A better test case for the neo-Gricean approach’s reliance on an opinionat-
edness assumption would be to deny not the speaker’s opinionatedness, but
merely the opinionatedness assumption, and see if exhaustivity still appears.
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The following example is such a test case (I considered a similar example in
Westera 2014):

(14) A: Imay be asking the wrong person—you probably don’t know this—
but do you have any idea who was at the picnic?

B: John was there, Bob, Mary, and Sue. (with falling intonation)

A: So you do know! Great, thanks. Only four though, that’s a bit dis-
appointing…

Here, A explicitly refrains from assuming B’s opinionatedness, though cru-
cially (unlike (13)) without assuming their unopinionatedness instead, and in
the end A still takes B’s answer to be exhaustive. When presenting an analo-
gous Dutch example (but without A’s final response) to nine informants, in a
simple questionnaire with auditory stimulus, eight agreed that B’s response
implies exhaustivity (with strength 5 out of 5; Westera 2017b). See Dieuleveut,
Chemla & Spector 2019 for a more proper experiment supporting the same
empirical conclusion: exhaustivity does not rely on an opinionatedness as-
sumption. They conclude by saying that this finding mandates either a gram-
matical approach, or a pragmatic approach that (by involving higher-order
beliefs, as in the Rational Speech-Act framework) lets speakers act as if opin-
ionatedness is assumed even if they know it isn’t. Leaving aside the question
of how plausible such pretense would really be, Attentional Pragmatics can
crucially do without. Either way, the foregoing results outweigh the earlier
misinterpreted evidence supposedly in favor of an opinionatedness assump-
tion, especially combined with it having been ad hoc from the start.

4.3.2 Is opinionatedness conveyed by B’s response?

Another way to frame what is going on in (14) is that B’s response itself
conveys opinionatedness, rather than presupposing a contextual assumption
to that effect. Because exhaustivity entails opinionatedness, this is formally
true regardless of which comes first in the derivation, as it were. But more
than a formal truth, I think there is also a strong intuition regarding (14),
that what lets us infer B’s opinionatedness is the fact that B is answering so
utterly straightforwardly; B simply sounds like they know exactly what they
are talking about. What to make of this intuition in Attentional Pragmatics,
where exhaustivity does not rely on opinionatedness? And could we not try
to amend the neo-Gricean approach by building on this intuition, that opin-
ionatedness is conveyed rather than assumed? I will argue that Attentional
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Pragmatics in fact explains precisely this intuition, and that amending the
neo-Gricean approach in this regard is not straightforward and, when prop-
erly pursued, will likely lead to something close to Attentional Pragmatics.

First, consider how Attentional Pragmatics explains the above intuition. If
B had not been sure about the others not being at the picnic, then according
to Attentional Pragmatics they should have either (i) drawn attention to the
other possibilities, or (ii) explicitly restricted the QUD (“of those people which
I know about, …”), or (iii) signaled a possible A-Quantity violation (‘opting
out’) with some kind of hedge or, in the theory of Westera 2018, final rising
intonation. Hence, according to Attentional Pragmatics, B’s response implies
exhaustivity, hence also opinionatedness, indeed by virtue of it being such a
straightforward, confident response.

Crucially, unlike the neo-Gricean approach, Attentional Pragmatics ex-
plains this without having to rely on opinionatedness as some kind of default
assumption, the explanatory value of which I have pointed out is dubious.
Instead, opinionatedness is shown to follow from A-Quantity, which is a con-
straint that is not a mere reformulation of opinionatedness, but which can
be understood as a trait of rational behavior more generally: it is important
to keep track of the propositions that are to be made (and can still be made)
common ground, and this is important and rational regardless of how opin-
ionated one is.

Moreover, A-Quantity delivers ‘the right amount’ of opinionatedness: as
Schulz & van Rooij (2006) note, the exact notion of opinionatedness involved
in exhaustivity should be made sensitive somehow to the things mentioned
in the utterance. For instance, for the plain disjunction in (2) the speaker
is opinionated about Alf and Beth’s joint presence but not about Alf’s in-
dividual presence, or Beth’s for that matter— in fact the speaker must be
unopinionated about those. Thus, to say that B in (14) simply sounds opin-
ionated is not enough to amend the neo-Gricean approach; we need a more
principled account of the pragmatic import of the ‘things mentioned in an ut-
terance’—and Attentional Pragmatics provides such an account: the speaker
sounds exactly as opinionated as compliance of their attentional intent with
A-Quantity entails they are.24

This is achieved, moreover, without ad hoc assumptions about intona-
tional meaning. Some authors have suggested that opinionatedness (i.e., ex-
actly the right amount of it, subject to what is being mentioned) is conveyed

24 Just to reiterate, this does not prevent an unopinionatedness assumption from still affecting
exhaustivity, as in (13).
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directly by means of final falling intonation (Hara 2005, Schulz & van Rooij
2006); or that ignorance (again, exactly the right amount of it) is conveyed by
a certain different intonation (Buccola & Haida 2019). But this idea has not
been worked out in the context of a broader theory of intonational mean-
ing and pragmatics, making its explanatory potential difficult to assess. By
contrast, a long strand of work on intonational meaning characterizes rising
and falling intonation as indicating not the speaker’s opinionatedness but
whether the utterance is pragmatically a “complete” contribution to the dis-
course (e.g., Pierrehumbert & Hirschberg 1990), a notion which in Westera
2018 is made more precise as indicating full compliance with the maxims.
By introducing the maxim of A-Quantity into this picture, Attentional Prag-
matics directly explains how the final fall, as a signal of compliance with the
maxims, would convey the right amount of opinionatedness, with no new
assumptions needed about intonational meaning.

4.3.3 Opinionatedness in the grammatical approach

Although proponents of the grammatical approach (e.g., Chierchia, Fox &
Spector 2012, Chierchia 2017) have recognized the opinionatedness assump-
tion as a challenge for the neo-Gricean approach, there has been compara-
tively little reflection on whether the grammatical approach itself is able to
truly avoid it. Superficially this may seem obvious: the grammatical approach
bypasses I-Quantity and opinionatedness altogether by generating exhaustiv-
ity directly by a grammatical operator. But, as in the previous subsection, it
really depends on which principles one assumes for guiding the placement
of exhaustivity operators to begin with.

Let us consider the Strongest Meaning Hypothesis again, which is the
supposed preference for stronger meanings in the face of multiple possi-
ble readings (though see below for slightly different formulations). Even on
the surface, taking the speaker to mean as much as possible (i.e., as much
as is compatible with the uttered sentence) is not very different from taking
the speaker to believe as much as possible, where the latter is a rephrasing of
opinionatedness (following Schulz & van Rooij 2006). Indeed, the Strongest
Meaning Hypothesis follows, informally at least, from opinionatedness plus
I-Quantity: the maxim of I-Quantity requires the speaker to mean as much as
possible given their beliefs, and given opinionatedness the speaker must be-
lieve as much as possible given their utterance, therefore the speaker must
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have meant as much as possible given their utterance (Strongest Meaning
Hypothesis).

Moreover, the Strongest Meaning Hypothesis seems just as ad hoc as the
opinionatedness assumption: just as it would not be rational to go about
the world assuming (without evidence) that everyone is maximally opinion-
ated, it does not seem rational to just opt for the strongest possible interpre-
tation of a given observation (linguistic or otherwise). From a probabilistic
perspective, one should opt not for the strongest interpretation but for the
most likely one (indeed, see Poortman 2017 for evidence against the Strongest
Meaning Hypothesis and in favor of a ‘Maximal Typicality Hypothesis’, con-
cerning the interpretation of reciprocal constructions).

The Strongest Meaning Hypothesis is sometimes defined not as a pref-
erence for the insertion of exhaustivity operators that strengthen the mean-
ing, but as a prohibition on the insertion of exhaustivity operators that would
weaken it (or do nothing at all). For instance, Fox & Spector (2018) incorporate
the latter type of constraint in their ‘Economy Condition’. The mere prohibi-
tion of weakening operators (as opposed to a preference for strengthening
operators) is not in general enough to decide in favor of the stronger, ex-
haustive reading (i.e., to derive that the exhaustivity operator must be there).
Accordingly, such approaches need to rely on additional principles, contex-
tual assumptions (such as opinionatedness in the neo-Gricean approach), or
the absence of hedges or intonational cues (as I discussed above). As an-
other example of the latter, Chierchia (2017) writes about the source of opin-
ionatedness in the grammatical approach that a speaker can convey that an
exhaustified parse is intended by means of a ‘confidence display’, though
without defining the latter term or explaining how it would display exactly
the right amount of confidence given the things mentioned in the utterance
(as discussed above).

Now, the Strongest Meaning Hypothesis (however defined) is not univer-
sally adopted in the grammatical approach, and there are of course other
principles or mechanisms that may guide the insertion of exhaustivity op-
erators. As mentioned in Section 4.1, a non-standard implementation of the
grammatical approach is Matrix K theory by Meyer (2013), which seeks to
derive not just exhaustivity itself but also inferences pertaining to speaker
beliefs directly in the grammar. This is pursued further by Buccola & Haida
(2019), who assume that relevance is closed under negation and belief (if 𝑝 is
relevant, so is ¬𝑝, the speaker’s belief that 𝑝, their belief that ¬𝑝, etc.). They
show that, relative to such a set of alternatives, Gricean (I-)Quantity-based
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reasoning often leads to the only possible reading for a given utterance be-
ing an exhaustive one, without the need for an opinionatedness assumption.
To nevertheless explain cases where exhaustivity is absent, they informally
point to a certain special intonation, in line with approaches based on an
opinionatedness assumption discussed above in Section 4.3.2 (and subject
to the exact same criticism).

In their paper, Buccola & Haida frame their assumptions of closing rel-
evance under negation and speaker belief as “small adjustments” to prior
views on relevance, but this is not quite true from the present perspective.
While it may be plausible that if 𝑝 is relevant in a broad sense then so is
¬𝑝 or ‘believe 𝑝’, it is quite another thing to assume that these are there-
fore relevant to the same degree or in the same way, let alone that they en-
ter into pragmatic inference in the same way. Even though inferences about
a speaker’s beliefs obviously matter for successful communication (hence,
e.g., I-Quality), this does not mean that a discourse is itself about those be-
liefs, and that our inferences about them are necessarily part of what the
speaker meant. A core assumption of the QUD framework, as explained in
Section 2.1.2, is that speakers present their utterances as addressing a cer-
tain subset of all broadly relevant propositions, namely the QUD. The QUD
is linguistically marked for instance by focus, in a way that does not seem
compatible with assuming that QUDs are generally closed under negation
and belief—even if relevance in a broad sense might be. This linguistic mark-
ing makes QUD-based inferences more robust, and it lets us isolate and for-
malize one part of pragmatics—the relation between an utterance and its
QUD(s)—while leaving the remainder informal and partial for now (such as
why a speaker might choose one QUD rather than another) without such in-
completeness rendering our theories unfalsifiable (see Section 3.3). Buccola &
Haida depart from this view not in their assumptions about closure of rel-
evance in a broad sense per se, which may be valid (indeed, I assume the
same in Westera 2017b), but in their assumption that exhaustivity crucially
depends on this broader notion of relevance—and that is not a “small ad-
justment” at all. According to Attentional Pragmatics, exhaustivity depends
only on the QUD.25

25 Buccola & Haida (2019) also rely, additionally, on a more formal set of alternatives, namely
grammatically constrained alternatives to which the exhaustivity operators in the grammar
would be sensitive (hence it is only the more pragmatic component of their approach that
relies on relevance in a broad sense). But also this more constrained set of alternatives does
not quite align with the notion of QUD, formally nor conceptually, not least because, by
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Most of the foregoing does not argue against (or in favor of) Buccola &
Haida’s (2019) approach; and the QUD-based approach itself is not without
important open issues. What it does show is that the approaches are couched
in such different frameworks, with no direct mapping between their various
moving parts, that a more detailed comparison has to be left to future work.
Pending that, the main conclusion from this section is that, although propo-
nents of the grammatical approach have (rightly) criticized the neo-Gricean
approach for its reliance on an ad hoc and empirically inadequate opinionat-
edness assumption, an alternative pragmatic approach exists that does not
need it. Moreover, a generally accepted solution within the grammatical ap-
proach itself seems to be lacking—although the account of Buccola & Haida
2019 does reveal a possible approach.

5 Conclusion

This paper presented Attentional Pragmatics, a theory based on the idea that
exhaustivity arises when relevant propositions are not mentioned, or more
precisely, when the speaker did not intend to draw attention to them. By
contrast, the neo-Gricean approach is based on the more common idea that
exhaustivity would arise when relevant propositions are not asserted. This
at first sight minor difference results in very different and, I argued, better
predictions for a range of challenges for the neo-Gricean approach, of which
I could discuss three in the scope of this paper: exhaustivity on the hints of
a quizmaster, exhaustivity on questions, and exhaustivity without an opin-
ionatedness assumption. This suggests that, if exhaustivity is a pragmatic
phenomenon, it is a matter of attention rather than of information, that is,
it derives from the maxim of A-Quantity, not I-Quantity.

Two of the three challenges for the neo-Gricean approach discussed in
this paper turned out not to be definitively resolved in the grammatical ap-
proach either, namely exhaustivity on questions and the opinionatedness
assumption, inviting future work in this regard. On the other hand, two top-
ics that are central to the grammatical approach could not be addressed in
detail in this paper at all. One is Hurford disjunctions, which are disjunc-
tions where one disjunct entails the other. Although several examples in this
paper were in fact Hurford disjunctions, these served only to explain how
the attentional maxims work. For a detailed comparison between Attentional

additionally assuming belief operators in the grammar (in line with the Matrix K theory of
Meyer 2013), these end up in some of the grammatical alternative sets as well.
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Pragmatics and the neo-Gricean and grammatical approaches on this subject
I refer to Westera 2017a, 2020a, where the latter covers a more representative
sample of Hurford disjunctions (unembedded and embedded). The second
topic that was not covered in any detail is embedded exhaustivity, though
for a different reason: Attentional Pragmatics simply does not change the
pragmatic outlook on embedded exhaustivity compared to the neo-Gricean
approach, which is that it will require a more pluriform treatment than what
the grammatical approach offers.
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