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Abstract We argue that the superlative modifiers at least and at most quan-
tify over a scale of answers to the current question under discussion (and in
this sense, resolve issues), and that they draw attention to the individual pos-
sibilities along the scale (and in this sense, raise issues for discussion). The
point of departure is a simple analysis on which at least denotes what only
presupposes, and at most denotes what only contributes as its ordinary at-
issue content. This analysis captures the truth conditions, focus-sensitivity,
and distribution of superlative modifiers but leaves some pragmatic facts
unexplained. We enrich the simple account with unrestricted inquisitive
semantics in order to explain the fact that superlative modifiers give rise
to ignorance implicatures while comparative modifiers like more and less
do not, the fact that superlative modifiers do not give rise to scalar impli-
catures, and two puzzles concerning the interaction between superlative
modifiers and deontic modals. We argue that this proposal provides the
most empirically successful published account of superlative modifiers to
date.

Keywords: numeral, scalar modifiers, QUD, focus, inquisitive semantics, implicature
1 Introduction

The reader may find it intuitively obvious that the following two sentences
are true under exactly the same circumstances.
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1) a. John scored at least five goals.

b.  John scored more than four goals.

They are both false, for example, if John scored exactly three goals. That
intuition can be captured by treating at least n and more than n as generalized
quantifiers as follows (Barwise & Cooper 1981):

(2) [atleastn] =AP.AQ.|IPNnQ|=n
(3) [morethann] =AP.AQ.|PNnQ|>n

However, several researchers have pointed out that things are not quite as
simple as they may seem at first glance.

For example, it is often supposed that (4a) semantically entails that Bertha
drank three or more beers, and conversationally implicates that she did not
drink more, so three is semantically equivalent to at least three. If that is the
case, then why doesn’t (4b) evoke the same conversational implicature?

(4) a. Bertha drank three beers.
b. Bertha drank at least three beers.

It is usually assumed that three conversationally implicates ‘not four’ because
four is a stronger alternative that the speaker would have chosen had it been
appropriate. If that is the case, then, as Krifka (1999) points out, at least three
should conversationally implicate ‘not at least four’ as well by the same logic.

Krifka also points out that at least is focus-sensitive. We offer the follow-
ing minimal pair to illustrate this:

(5) a. We should at least invite the [postdoc]r to lunch.
b.  We should at least invite the postdoc [to lunch]g.

(sa) implies that we should invite someone to lunch, while (5b) does not; in
(sb) dinner instead would also be fine. On the other hand, (sb) implies that
we should invite the postdoc to something, whereas (5a) does not; in (5a)
someone more important instead would also be satisfactory. Focus-sensitivity
is not expected under the simple generalized quantifier account.

As shown by the previous example, at least and at most do not always
modify numerals and can relate to a scale whose elements are not ranked
by entailment (Krifka 1999). This point can be made more simply with the
following example.
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(6) She is at least an assistant professor.

A higher-ranked alternative in this case would be ‘full professor’, and being
a full professor does not entail being an assistant professor. To put it in
Krifka’s terms, in general, the scale is ordered by pragmatic strength, which
sometimes corresponds to semantic strength (entailment), but not always.

Geurts & Nouwen (2007) point out a number of differences between
superlative modifiers and comparative modifiers. One is that superlative
modifiers typically give rise to an ignorance implicature while comparative
modifiers do not. Nouwen (2010) gives the following example:

(7) a. #A hexagon has at least five sides.

b. A hexagon has more than four sides.

Example (7a) is funny because it gives rise to the unlikely implication that the
speaker does not know how many sides a hexagon has. (7b) is fine, however,
as it does not implicate that.

This contrast manifested itself in an experiment conducted by Geurts,
Katsos, et al. (2010), who found that comparative modifiers and superla-
tive modifiers behave differently in inference judgment tasks. Participants
in their experiment were given a premise and a conclusion and asked to
judge whether the conclusion followed from the premise. Subjects were
significantly more likely to judge (8b) as a consequence of (8a) than (8c).

(8) a. Berta had three beers.

b.  Bertha had more than 2 beers.

c.  Bertha had at least 3 beers.
This can be explained on the grounds that at least gives rise to an ignorance
implicature while more than does not. When a statement contains an igno-
rance implicature, it should be pragmatically odd to express it as a conclusion
from a premise that settles the issue.

Geurts & Nouwen (2007) also point out that superlative and comparative

modifiers differ in their distribution:
(9) a. Betty had three martinis {at most /*fewer than}.

b. {Atleast /*More than}, Betty had three martinis.

C. Wilma danced with {at most /*fewer than} every second man
who asked her.
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d. Wilma danced with {at least /?more than} Fred and Barney.

While (9) shows that superlative modifiers have a wider distribution than
comparative modifiers in some respects, there are also environments where
comparatives are more acceptable than superlatives. For example, superlative
modifiers seem to resist embedding under negation.

(10) a. John hardly ate {???at least three / more than two} apples.

b. This won’t take {???at least 50 / more than 45} minutes.

(11) a. None of the guests danced with {???at least three / more
than two} of the waitresses.

b.  Betty didn’t have {???at most three / ?fewer than four} mar-
tinis.

Superlative modifiers also lack certain readings that comparative modifiers
can have:

(12) a. You may have at most two beers.

b.  You may have fewer than three beers.

While (12b) can be used to grant permission to have fewer than three beers,
(12a) can only be used to forbid having more than two. This is Geurts &
Nouwen’s (2007) ‘missing readings’ puzzle.

However, it is important not to restrict the range of readings for superla-
tive modifiers too much. As Biiring (2008) points out, the following sentence
is ambiguous.

(13) The paper has to be at least 10 pages long.

This sentence has both an ‘authoritative reading’, on which it informs the
interlocutor what the acceptable page lengths are, speaking as the authority
on the subject, and a ‘speaker insecurity’ reading, on which the speaker does
not know what the required length of the paper is, but believes it to be over
10 pages.

Let us summarize the main data to be accounted for with a theory of
superlative modifiers.

i. Truth conditions: At least three Ps are Qs is false whenever fewer
than three Ps are Qs; At most three Ps are Qs is false whenever more
than three Ps are Qs.
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ii. Scalar implicatures: At least three does not give rise to a scalar impli-
cature of no more than three (in contrast with unadorned three).

iii. Focus-sensitivity: Superlative modifiers are focus-sensitive.

iv. Scale types: Superlative modifiers relate to scales that are not neces-
sarily ordered by entailment.

v. Ignorance implicatures: Superlative modifiers give rise to ignorance
implicatures and comparative ones do not.

vi. Distribution: Superlative modifiers can modify a range of expres-
sions, not just numerals, and have a wider syntactic distribution than
comparative modifiers.

vii. Embedding under negation: Superlative modifiers are less acceptable
than comparative modifiers in certain negative environments.

viii. Missing readings: At most lacks a reading under may that fewer than
has.

ix. Authoritative readings: At least has both ‘speaker insecurity’ and
‘authoritative’ readings under must.

It is quite a challenge to capture all of this in one go, and we will argue in
§4 that all of the previous proposals (Krifka 1999, Geurts & Nouwen 2007,
Biiring 2008, Nouwen 2010, Cummins & Katsos 2010, Cohen & Krifka 2011)
have missed at least one of these targets.

The proposal we wish to put forth is, we argue, more empirically suc-
cessful than all of the previous ones (although it is not perfect; we have no
explanation for the restricted distribution of superlative modifiers under
negation). In §2, we give a preliminary analysis on which at least denotes
exactly what only presupposes, and at most denotes exactly what only con-
tributes as its at-issue content, under Coppock & Beaver’s (2011) analysis of
only. This analysis (which, for at least, is equivalent to Biiring’s under certain
assumptions) will capture the truth conditions, distribution, flexibility re-
garding scale types, and focus-sensitivity of superlative modifiers. The story
as told in §2 fails to account for the facts concerning implicatures, however:
sentences with superlative modifiers do not give rise to quantity implicatures
(in contrast to corresponding sentences in which the superlative modifiers
are omitted), and yet they do give rise to ignorance implicatures (in contrast
to corresponding sentences with comparative modifiers). The interactions
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between superlative modifiers and modals also remain mysterious under this
view.

In §3, we enrich this account using inquisitive semantics. Essentially, the
proposal is that at least p and at most p denote sets of possibilities, where
possibilities are sets of possible worlds. At least p denotes the set of answers
to the current question under discussion that are ranked as high as or higher
than the prejacent in terms of pragmatic strength. At most p denotes the set
of possibilities ranked as high as or lower than the prejacent, excluding those
possibilities that are ranked higher than the prejacent. This will mean that
by uttering a sentence with at least or at most, one is effectively raising an
issue for discussion. This is the source of the ignorance implicature. These
assumptions can also be used to explain why at least n does not give rise to
the same scalar implicature that n gives rise to, and they shed light on the
interactions between superlative modifiers and modals.

2 A QUD-based analysis of superlative modifiers

As discussed by Coppock & Beaver (2011, to appear), scalar exclusives like
only, just and merely have a presupposition that can be paraphrased with at
least, and their ordinary semantic content can be paraphrased with at most.
Hence the following inference patterns:

(14) a. This is only/just/merely a down payment.
— This is at least a down payment.
— This is at most a down payment.

b.  This isn’t only/just/merely a down payment.
— This is at least a down payment.
— This is not at most a down payment.

Coppock & Beaver (2011, to appear) argue that their account of only can
explain these patterns. This argument implicitly depends on an analysis of
at least and at most that matches their analysis of only. In this section we
make that analysis explicit, and enumerate several of its virtues. The analysis
in this section will be a starting point for our final analysis, which accounts
more successfully for the pragmatic behavior of superlative modifiers.
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2.1 Information states

Our analysis of at least (both our preliminary one and the one we will end
up with) is based on a pragmatic strength ranking over the answers to the
current question under discussion (QUD). Following Roberts (1996/2012) and
Beaver & Clark (2008), and building on Rooth (1985, 1992), we assume that
the QUD is a set of propositions, and that focus-marking is systematically
related to the QUD (more on this in §2.4). For example, (15a) is felicitous
when the QUD is who John invited, while (15b) is not. The QUD for (15b)
should be who invited Mary.

(15) a. John invited [Mary]g.
b. [John]r invited Mary.

We assume that discourse evolves against the background of a discourse
context, and that discourse contexts contain a QUD, a ranking over the
answers to the QUD, and the common knowledge of the participants. If we
have the ranking, we can recover the QUD; it is the set of things that are
ranked (since the QUD is a set of propositions, the set of its answers). And
from that we can recover the information in the common ground. So we can
simply represent contexts (or “information states”) as strength orderings
over answers to the QUD as in Coppock & Beaver 2012a.

Foreshadowing the introduction of inquisitive semantics in §3, we will
refer to a set of possible worlds as a ‘possibility’. A state s, then, is a partially
ordered set of possibilities. When we treat a state s as a relation, we write
>,. For example, suppose the question in s is ‘Who snores?’, and the possible
answers are the following, where w is the world where Ann snores and Bill
does not snore, wy; is the world where Ann does not snore and Bill snores,
and so on:

o a={wi, Wi} ‘Ann snores’
o b= {wy,wi} ‘Bill snores’
o a&b = {w} ‘Ann and Bill snore’

If a&b is stronger than both a and b, and a and b are unranked with respect
to each other then we have the following state:

{(a&b,a),{a&b,b),{a,a),{(b,b),(a&b,a&b)}

In a more visual format:
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.
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The QUD of s, §, can be defined as the field of that relation, the set of
possibilities that are ordered by the relation (cf. Krifka 1999).

(16) QUD of a state
If s is a state, thenthe QUD of s, § ={p | Ap’' [p = p' orp’ = pl}

In our example, the QUD of the state s is:
S=1{a, b, a&b}
The common ground of s, s*, is the union over all possibilities in s.

(17) Common ground of a state
If s is a state, then the informational content of s, s* = (J§

The common ground of a state is a set of indices (possible worlds, for
simplicity, here; the framework should ultimately be complicated so that
indices are world-assignment pairs). The common ground of the state in our
example is {wg1, Wi, wi1}. It is in the common ground that presuppositions
should be satisfied.

2.2 Scalar only

As discussed above in connection with (14), repeated as (18), the presupposi-
tion of scalar exclusives like only, just, and merely can be paraphrased with
at least, and their at-issue content can be paraphrased with at most (Coppock
& Beaver 2011).

(18) a.  This is only/just/merely a down payment.
— This is at least a down payment.
— This is at most a down payment.
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b.  This isn’t only/just/merely a down payment.
— This is at least a down payment.
— This is not at most a down payment.

The at-issue component of only was originally thought to be something
that can be paraphrased with nothing/nobody other than instead of at most,
and the presupposition was thought to be the prejacent (Horn 1969). As
discussed in detail by Beaver & Clark (2008) and Coppock & Beaver (2011, to
appear), the traditional analysis works for cases like I only invited John, but
it doesn’t work for cases like (18); (18a) does not imply that this is nothing
(relevant) other than a down payment, and (18b) does not imply that this is a
down payment (the prejacent). In (18), the salient set of alternatives is not
ranked by entailment, but rather by pragmatic strength. When higher-ranked
alternatives do not entail lower-ranked alternatives, the inference to the
prejacent does not survive negation, as we see in this example.

Beaver & Clark (2008) analyze only in terms of two meaning components,
MIN and MAX, which relate to a pragmatic strength ranking. We adopt the
following definitions, based on Coppock & Beaver 2011.

(19) a. MINg(p) =Aw.dp' €s: p (W) Ap =5 p
b. MAX;(p) =Aw.Vp' €s:p'(w)—-p=;p’

MIN and MAX are functions from propositions (type p = (s, t)) to proposi-
tions. MIN(p) says that there is a true answer to the QUD in s that is at
least as strong as p, and MAX,(p) says that all answers to the QUD that are
stronger than p are false.

Beaver & Clark’s (2008) analysis of only can be stated as follows:

MAX(p), if s* = MIN,(p)

s _
(20) [only]® = Ap. { undefined otherwise.

The turnstile ‘=’ signifies entailment, and we take this to be defined as
subset. As Coppock & Beaver (2012b) show, this can made more general to
account for the fact that only can combine not only with proposition-denoting
expressions but also expressions of other types. Coppock and Beaver analyze
NP-modifying only as a modifier of generalized quantifiers, and VP-modifying
only as a property-modifier. These various uses can be captured under the
following schema, where T can be any type, and p = (s,t) is the type of
propositions.

39



=

Elizabeth Coppock and Thomas Brochhagen

MAX; (x(f)), if s* = MINg(x(B))

s _
(1) [onlyl* = A&rp). ABr. { undefined otherwise.

This variant can be obtained using the Geach rule (e.g. Jacobson 1999). The
Geach rule converts a function f with type (a, b) into a function f’ with type
({(c,a),{(c,b)) of the form AR. Ax. f(R(x)), where R has type (c,a) and x
has type c. If a and b are p, and c is type T, then we obtain the type of
variant given in (21).

2.3 Lexical entries for superlative modifiers

As mentioned above, Krifka (1999) pointed out that, just as with only, the
focus alternatives used by superlative modifiers are ranked by pragmatic
strength, which can coincide with semantic strength (entailment), but need
not do so. For example, in (22), the question under discussion is something
like ‘What position does John hold?’.

(22) John is at least an [assistant professor]r.

The answers include, in order of strength, ‘John is a grad student’, ‘John is
a postdoc’, ‘John is an assistant professor’, ‘John is an associate professor’,
and ‘John is a full professor’. What the sentence means can be expressed
as a disjunction over the answers that are at least as strong as ‘John is an
assistant professor’: ‘John is an assistant, associate, or full professor’. The
answers to the question under discussion in this case are mutually exclusive;
one cannot be a full professor and an assistant professor at the same time.
So the stronger answers do not entail the weaker answers in this example.
We can account for this by assuming that superlative modifiers make use of
the same kind of scales that only uses.

Specifically, let us assume that, as Coppock & Beaver (2011) argue, at
least denotes what only presupposes and at most expresses only’s ordinary
semantic content, so at least denotes MIN and at most denotes MAX. To be
more precise, in state s, at least p means MIN;(p), and at most p means
MAX;(p).'

The reader may wonder why we opt to make at least and at most sensitive to the QUD in
the style of Beaver & Clark (2008) rather than picking up focus alternatives as in Rooth
1992. This choice is not crucial, but the Beaver-and-Clark-style framework is slightly easier
to work with than Rooth’s when it comes to dealing with scales, as Coppock & Beaver (to
appear) discuss. If we were to adopt a Rooth-style approach, a theory of where the strength
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(23) a. [at least]* = Ap. MIN(p)
b. [at most]* = Ap. MAX(p)

Applying the Geach rule as described above gives the following variants:

(24) a. [at least]* = A& py. ABr. MINs(x(B))
b.  [at most]® = Ax(rpy. ABr. MAX;(x(B))

Two virtues of this account should be immediately obvious: It accounts
for (i) the inference pattern in (18) showing that only entails at most and
presupposes at least, and (ii) the fact that all of these items relate to scales
that are ranked by pragmatic strength.

2.4 Focus-sensitivity

The analysis in (23)/(24) also accounts for the focus-sensitivity of superlative
modifiers. The QUD of the state is systematically related to focus by the
Focus Principle:?

(25) Focus Principle (Beaver & Clark 2008)
Some part of a declarative utterance must evoke all of the possibilities
in the QUD.

We assume following Rooth (1985, 1992) that every expression « has an
alternative semantic value [«]#; an expression “evokes” a set of alternatives
by having that set as its alternative semantic value. The alternative set for
an unfocused atomic constituent is the singleton set containing the ordinary
semantic value of that constituent. But if a constituent is focused, then the
alternative set will be a set of objects that have the same type as the focused
constituent. Alternative semantic values are computed recursively in the
standard way (essentially as in Rooth 1985). The Focus Principle says that
the QUD must be a (possibly non-proper) subset of the alternative semantic
value of some part of the utterance «:

Sclual?

ranking comes from and how it relates to the alternatives would have to be developed. These
questions are already answered in the Beaver and Clark framework, where the strength
ranking over the salient set of alternatives is provided by the information state.

2 This is quite similar to Rooth’s (1992) ‘question-answer constraint’, which is a special case of
his Focus Interpretation Principle. Beaver and Clark’s Focus Principle is more general in that
it pertains not only to explicit questions but also to implicit questions.
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Note that the QUD may have fewer alternatives than the alternative semantic
value of & because the QUD only contains alternatives that are consistent
with the common ground, and the alternative semantic value is computed
blindly, taking only semantic type into account.

The Focus Principle means that superlative modifiers are correctly pre-
dicted to be focus-sensitive on this account (unlike the original generalized
quantifier account, but like most subsequent ones). This was illustrated
above with (5), repeated here.

(26) a. We should at least invite [the postdoc]r to lunch.
b.  We should at least invite the postdoc to [lunch]g.

Because the sentences in (26) differ with respect to their focused constituents,
they impose different constraints on the QUD via the Focus Principle. The
alternatives to (26a) are the propositions expressed by sentences of the form
“We should invite « to lunch.” This means that (26a) must relate to the
question “Who should we invite to lunch?”. At least on one interpretation,
answers can be ranked according to the importance of the invited individual
(Professor Smith, for example, would correspond to a higher-ranked alter-
native). For (26b), the alternatives are propositions expressed by sentences
of the form “We should invite the postdoc to «,” so the question should be
“What should we invite the postdoc to?”, with answers ranked by fanciness
or expensiveness, dinner being a higher-ranked alternative to lunch. This
gives the result that (26a) implies that we should invite someone to lunch,
while (26b) does not. Likewise, we predict that (26b) implies that we should
invite the postdoc to something, whereas (26a) does not.

2.5 Distribution

Now let us consider the syntactic differences between superlative and com-
parative modifiers, shown above in (9), repeated here as (27).3
(27) a. Betty had three martinis {at most /*fewer than}.

b. {At least /*More than}, Betty had three martinis.

C. Wilma danced with {at most /*fewer than} every second man
who asked her.

3 Louise McNally points out that at most does not seem to be quite as polymorphic as at least.
For example, She will be at most satisfied with the results does not sound as natural as She
will be at least satisfied with the results. This is an unsolved puzzle.
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d. Wilma danced with {at least /?more than} Fred and Barney.

According to the definitions of at least and at most given above in (23a) and
(23b), they combine with a proposition, which predicts that they can occur
clause-peripherally, as in (27a) and (27b).

We also allowed for the possibility that further variants may be derived
through applying the Geach rule. This yields items that take two arguments,
« and B, where « is type (T, p) and B is type T, and T can be any type. When
T is (e, p), at least and at most have type ({{e,p),p), {{e,p),p)), that is, they
can modify generalized quantifiers. This analysis can be applied to (27¢) and
(27d), where it appears that at least and at most are modifying noun phrases
whose type is ({e,p),p).

Geurts & Nouwen (2007) propose that comparative modifiers can only
modify first-order predicates, i.e., those of type (e,p). In our framework,
their analysis could be formalized as follows (cf. their definition on p. 540,
ex. (31)):

(28) [more than]* = AP py. Ax. Aw. IP’'[P'(x) > P(x) A P'(x)(w)]

We hereby add our names to the growing list of researchers on this topic
who have endorsed this assumption, and thereby explain the distributional
restrictions on comparative modifiers.

2.6 Truth conditions

One very fundamental virtue of this account is that it correctly captures the
truth conditions of sentences with at least. (This virtue is crucially not shared
by Geurts & Nouwen’s (2007) account, as Cohen & Krifka (2011) point out.)
Consider (29), with focus on the numeral. This sentence is false if John petted
exactly two rabbits.

(29) John petted at least three rabbits.

In order to evaluate whether or not our analysis makes the right predictions
regarding this case, we must make some assumptions about the meanings
of numerals. Since Horn (1972), the dominant view has been that numerals
have what Horn (1992) calls a ‘one-sided’ meaning, so that e.g. Two pens
are on the table is true (though infelicitous) if there are three pens on the
table. Others (see Kennedy 2012 for a recent summary) have argued for a
‘two-sided’ analysis, on which two pens is semantically equivalent to exactly
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two pens. However, even Kennedy (2012), a proponent of the ‘two-sided’
view, admits that numerals may be ambiguous, having both one-sided and
two-sided readings.

To be on the safe side, we should show that our analysis delivers the
right truth conditions regardless of what we assume regarding numerals.
Let us first consider a two-sided (‘exactly’) analysis for three. Let p, stand
for the set of worlds where John petted exactly n rabbits. Given that focus
is on three, our question in s should be how many rabbits John petted,
with answers ranked by number of petted rabbits (po<; p1<s p2<s...).
The denotation of John petted at least three rabbits will then be as follows,
speaking set-theoretically:

(30) [John petted at least three rabbits]* = J{pn|n > 3}

The worlds in which exactly two rabbits were petted by John are not in the
denotation of the sentence, as desired. We get the same result if we let p,,
stand for the set of worlds where John petted n or more rabbits. Hence
regardless of what stance we take on the analysis of numerals, we correctly
derive the result that john petted at least three rabbits is false in worlds
where John petted only two.

The corresponding sentence with at most should be false in a world where
John petted four rabbits. The definition in terms of MAX ensures that the
denotation of John petted at most three rabbits includes no worlds that are
included in an alternative ranked higher than john petted three rabbits. Let
us begin with a two-sided analysis of numerals. Let p, stand for the set
of worlds where John petted exactly n rabbits, and let w stand for the set
of all worlds. The denotation of John petted at most three rabbits is, in set
theoretical terms:

(31) [John petted at most three rabbits]* = w — J{pn|n > 3}

The denotation excludes all of the worlds where John petted exactly four
rabbits. This result also follows if we use a one-sided analysis of numerals:
Let p,, now stand for the set of worlds where John petted n or more rabbits.
The denotation of our sentence can again be expressed with the formula
in (31). All of the worlds in p, are eliminated, which means that all of the
worlds where John petted four or more rabbits are not in the denotation.
Thus regardless of our assumptions about numerals, we correctly predict
that John petted at most three rabbits is false if John petted four rabbits.
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Now, suppose that John did in fact pet exactly four rabbits. According
to our analysis, John petted at least three rabbits is true, and John petted at
most three rabbits is false. This accords with our intuitions, and those of
Cohen & Krifka (2011: pp. 6-7), but it is controversial whether this is a bug
or a feature. Geurts & Nouwen (2007) and Geurts, Katsos, et al. (2010) show
that native speakers are not reliably willing to agree that John petted four
rabbits implies John petted at least three rabbits, or John petted at most five
rabbits. Approximately half of the native speakers of Dutch that they asked
judged both of these inferences to be invalid (in Dutch). These results do
not establish that they are in fact semantically invalid, because superlative
modifiers convey more pragmatic information than the sentence with the bare
numeral, namely ignorance implicatures. As Kaplan (1999) discusses, validity
intuitions are affected by whether the information conveyed by the conclusion
is contained in the information conveyed by the premise, and truth-conditions
are not the only relevant kind of information that may play a role in such
judgments. On the other hand, the fact that 50% of the respondents did
see these as valid inferences suggests that these inferences are somehow
valid, and indeed under our proposal, these inferences are logically valid
despite being pragmatically invalid. We therefore see the prediction that
they are semantically valid as a feature, as long as an explanation for why
they are pragmatically invalid comes with the theory as well. We will offer an
explanation in §3.

Because ‘at most two’ entails ‘at most three’ according to our proposal,
we predict that the following inference is valid:

(32) a. If Berta has had at most three drinks, she is fit to drive. Berta
has had at most two drinks.

b. Berta is fit to drive.

This is in line with our intuitions, as well as those of linguistically untrained
native speakers of English, according to experimental results obtained by
Cummins & Katsos (2010). Crucially, this inference is predicted to be invalid
under Geurts & Nouwen’s (2007) theory, where superlatives are defined in
terms of the epistemic state of the speaker, as we discuss in further detail in
§4.

Furthermore, unlike Geurts & Nouwen’s (2007) theory, the present analysis
is extensional. We agree with Cohen & Krifka (2011) that this is a virtue.
Suppose that, in world w, all rabbits are magical beings, and there are no
other magical beings in w. Then (29) has the same truth value as (33) in w:
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(33) John petted at least three magical beings.

This equivalence holds re